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(\N. );1on to be averlsoked--information that may affect whether the plan will
achieve its goal, Computers should be able to support decision-making
and planning, but currently, for a number of reasons, they do not approach
their potential use in this fleld. One major reason 1s that understand-
ing of planning and modeling of rezl world situations are inadequate.
These adequacies involve:

3 » World models,

3 + A model of tlme;

y -~ Understanding of inaccurate information,

;- Propagating the effects of Information and retracing (backtracking)

that propagation 1f necessary, g~ A
-« Processlng speed, especlally as regards deduction and simulation.
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In this report-we'éave reviewed these difficulties and developed approach-

es to solving them. TA s¢
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An annotated bibliography of all the majoxr artirles pertaining to the sub-
ject domain is included in an appendix.
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I INTRODUCTION AND STATEMENT OF THE PROBLEM

A. In¢troduction

This is the final report covering progress on a two y -ar research effort towards the
development of basic technology for adaptive modeling and real-time computer simulation
to support decision-making in a number of critical planning situations that arise during
the execution of tactical air missions. The control of such missions has become
increasingly difficult and complex. Several factors contribute tv this complexity. For one,
tactical air missions are carried out in highly dynamic, hostile cnvironments where
significant changes can occur in a conflict situation within relatively short periods of time.
For another, the rate of information generated during combat has greatly increased as a
result of improved sensing and communication capabilities. Finally, situation changes are
often not accurately projected, because plabnivg and decision-making are carried out on
the basis of incomplete, uncertain knowledge as to future resource availability and enemy
depioyment. These faciors make efieciive coniroi during caccuiion of iaciical air missions

both difficult and critical.

In the next section we present a brief overview of the current structure of the
Tactical Air Control System in the U.S. Air Force. This will serve to introduce our
general problem of interest while placing it in the appropriate context. Following this is a

—o e 8 2 a >

discussion of the capabilities required of a system that could provide real-time support for

replanning of previously scheduled activity. A hierarchical capability taxoromy is

2 X e A W

described and a scerario for interactive use of such a system is presented. These

constitute 2 statement of goals for this technology. We then discuss how we intend to

R

realize these goals, specifying a design for our system in terms of an abstract, semantic
model of our problein domain and a functional description of the system. The abstract
model represents a data dictionary of information entities to be manipulated within the

system. The functional description includes a functional decomposition of system tasks
and a data flow analysis in terms of entities described in the abstract model. We conclude
this design plan with an example that illustrates both the representation of mission
cont~ol problems within the abstract model and the application of the proposed system to

these problems.
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B. The Context and Problems

The real-time management of tactical air forces takes place within the command and
control hierarchy of the Tactical Air Control System (TACS). Our model of TACS is
based on a report prepared for the U.S. Air Force by the RAND Corporation [26] and a
survey article on techmiques and problems of force management decision-making in a
tactical-air-force context [68].

At the top of the TACS hierarchy is the Tactical Air Force Headquarters (TAFHQ),
consisting of the commander (COMTAF) and staff. TAFHQ is responsible for the overall
direction and long-range planning of air war operations. This includes the specification of
air strategy based on descriptions of attractive targets, locations and numbers of available
resources, and gross (percentage) apportionment of those resources to target types. This
information is provided to the central elemrent of the TACS hierarchy, the Tactical Air
Control Center (TACC).

The TACC has primary responsibility for the day-to-day planning and control of
tactical air activity. The TACC transforms strategic guidelines from TAFHQ into specific
tactical air missions by selecting actual targets and allocating available forces on a daily
haosis, It must coordinate its designatione af tactical air missions. ir interdiction and
offensive counter air missions—with subordinate elements that bear responsibility for
defensive, air-lift, and air-support missions. The Wing Operations Center (WOC) must
implement the missions provided by the TACC—completing detailed (flight) plans,
assigning aircraft and crews, and launching missions as scheduled. Each WOC is
associated with, and located at, an air base; a TACC may control several WOCs. Finally,
at the bottom of the hierarchy, assigned forces execute the planned missioan.

Mo ‘mbocccte fameve am cobiwibion wwibhin tha TAOC Nt anler mmuat ¢hae TAON
A/ UL JAVVACOVD VLV WD Vi GV VL YV IVILVDYD v IVAMIAA VAV - NS . w J v & N NS

generate plans for an upcoming day's activities, but it must monitor the execution of
those plans, modifying them as necessary to reflect the ongoing conflict situation. Tec
carry vut these two primary functions, the TACC is divided into two sections: Combat
Plans and Combat Operations. Combat Plans is responsible for ‘‘tomorrow’s war,”
providing an Air Tasking Order (ATO, or ‘frag order’) to Combat Operations prior to
each day's action. Combat Operations monitors the ongoing air war, deciding whether to
continue with or modify to an extant ATO. Combat Operations conducts “‘today's war."”
In monitoring current activity, Combat Operations receives inputs of various kinds.

These include mission reports that disclose launch, inflight, target outcome, and landing

RS
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- information, intelligence reports that indicate epemy activity as well as weather

conditions, resource availability reports, and requirement reports for other types of

I missions as issued by the CRC (defensive air), ALCC (airlift), and ASOC (air support).
::(f Combat Operations must determine the significance of the new information contained in

received reports, evaluating it relative to expectations based upon the currentiy accepted

. ATO. It must then decide whether to adhere to the plans represented in the ATO—or
how to modify them so as to best carry out the strategy indicated by TAFHQ within the

constraints posed by a rapidly evolving combat situation.
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Combat Operations is that part of the TACS hierarchy that is concerned primarily

1.7

i

with real-time resource management. A Combat Operations decision to modify an extant
ATO may take one of the following forms: a redirection of inflight aircraft to a new
target, an assignment of ready (on alert) aircraft to a target, a reallocation of resources to
new targets, or an allocation of previously unused resources to a target. Combav
Operations must decide whether to post, reschedule, or cancel missions in light of newly

received reports.

The activity that takes place in Combat Operations er:mplifies the problem

confronted by all systems that attempt to carry out plaus in real-world contexts: the need
for execution monitoring and real-time replanning of previously scheduled, planned
activity. We now turn our attention to the capabilitics required of a sysi.ia that can

provide support in carrying out this activity.
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II SYSTEM CAPABILITIES

In this section we describe the capabilities needed in a system that czn provid:

support for monitoring, control, and replanning of previously planned activity. As such,

SR S ST ST

they represent capabilities to be realized by the system we are designing. Here we only
describe system goals—what it should do, not how it might do it; aspects of system

S
s

e

design—the hows—are discussed in the following sections.

Within a capability taxonomy for our system, three general classes of necessary

capabilities can be distinguished:

o Provide data base facilities for current plans.
¢ Determine import of new information with respect to current plans.
s Evaluate impact of proposed modification of current plans.

We consider each of these classes in the followiag discussion. We conclude by biriefly

» o

describing an anticipated scenario for the interactive use of our proposed system.

PRy

F

A. Providing a Current-Plans Data Base

o

"
-

If a system is to interact with its users regarding some content domain, it must be

4y

aTAE P,

able to perform basic data base functions with respect to that domain In other words, it

)

i) must be able to represent, store, access, snd update informatior about its domain of foah)
! discourse. For our application domain, a satisfactory system must be able to represent ?ﬂ“\
':E situations in the task environment, goals and plans of the active agent(s), as well as the 1;:;
r- relations that exist among these entities. The system must provide the facilities for \":
™ adding, deleting, and otherwise modifying entities and relations of a data base that ‘-

represents planned activity. It must provide mechanisms for selectively accessing elements

of this extant data base. Finally, it must provide a serviceable interface with the user and

a

N other subsystems, affording easy access to these data base facilities. Increasing amounts
% of information are being made available for decision-making in all domains as s result of
— improved intelligence and communication systems. If better decisions are to follow, the
i;.';:: information must be quickly 2nd naturally accessible.

-\I

5. Of particular importance in our domain of discourse will be the representaticn of
.‘,‘! temporal information. Planned activity is to be executed over some period of time.
b‘ *.
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Aspects of planned activity have associated scliedule information. This implies the need
to accommodate muitiple instances of task environment situations in any extant data base
representing planned activity; each iastauce must have associated with it appropriate
temporal information. Explicit or assumed time specifications must be interposed when
data base infarmation is being accessed with regard to situations occurring in the task
environment. Conversely, such access to information must be made relative to explicit or

assumed time specifications.

B. Determining the Significance of New Information

The meaning of information acquired during the execution of planned activity can

be determined only relative to that planned activity. A satisfactory system must be able

to evaluate whether ne'. information is consistent with expectations that are implied or
assumed by the planned activity. If it is not consistent, the system must be able to
characterize possible conflicts and indic~te their potertial significance with respect to

planned activity.

New information may clash with expectations in several ways. The system we

propose will be capable of discerning several types of conflicts, including the following:

A resoure is not (will not be) available when needed.

A required condition in the task environment is (will be) violated.
A goal is (will be) satisfied without executing its associated plan.
Ap aspect of planped activity is not executed as scheduled.

An aspect of planned activity is not executed successfully.

These conflict types will be determined relative to a past, the present, or a future
time. The third conflict type, while not agrecing with expectations, represents a
fortuitous turn of events., The system should be able to recognize positive circumstances

- — A T .. _—*aL o alto ot a
a3 wWEil 43 tIlDSC witll negavive 1u1porv.

In order to indicate the apparent and poteutial significance of pewly acquired
information, a satisfactory system must be able to propagate the effects of the conflict to
relevant asp=cts of planned activity. The process of conflict propagation requires two
more basic capabiiiies: (i) limited deductive reasoning to determine goal- and plan-related
ey lications, and (2} selective discrete-event simulation to determine time-related, plan

tuieraction implications.

For example, suppose new information indicates that a scheduled seyment of

planned activity has been delayed. By deductive reasoning about relaiions of the plan

6
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that includes that segment, it may be determined that subsequent portions ¢f the plan
cannot be execuied as scheduled, since they depend upon prior completion of the delayed
segiaent. However, such reasoning may also indivate the presence of sufficient leeway in
that plan's schedule to accommodate the delay. On the other hand, by selectively
simulating effects of the reported delay on resource availability, it may be determined
that even though nc problem arises within the plan of the delayed segment, portions in
other plans cannot be executed when scheduled because of resource usc conflicts.
Subsequent deductive reasoning about relations of those plans may or may not indicate

the leeway now required for rescheduling of those portions.

We see deducticn and simulation as complementary capabilities in our proposed
system for providing decision support in the control of planned activity. They play
fundamental roles not only in determining the significance of information acquired during

execution, but also in evaluating the effect of proposed modificatiors of planned activity.

C. Evaluating the Effect of Proposed Modifications

Effective control of planned activity can be defined as the ability to modify plans
commensurately in response to an evolving execution coptext. As discussed above, this
depends upon understanding the significance of newly acquired information about that
context. Likewise, the degree to which proposed modifications may affect presently
planned activity must be determined. Several types of plan modifications are possible: the
cancellation, delay, or other alteration of some aspect of planned activity, the addition of

new aspects, and the reallocation of resources among aspects.

The wodification of planned activity results in the creation of new information and
so shares a basic requirement with the acquisition of information: conflicis with current
expeciations must be detected and evaluated. Plan modifications can be viewed as new
information; new information can be viewed as execution-time modifications of plans.
Conflict interactions may have positive or negative import, as noted above. The types of
conflicts that arise from modifications of planned activity include those that result from
the receipt of new informatiou. Rescheduling of an aspect of planned activity or the
addition of a new aspect can lead to resource use conflicts, violation of the prerequisites of
other aspects, or denial of standard operating procedures (e.g., a certain pumber of
resource units must be kept in reserve, sufficient time must bz allowed for possible error
recovery). Positive interactions can occur; a newly added aspect may subsume an existing

aspect, while satisflying new goals as well.
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As in determining the significance of new information, we propose that deduction
and simulatiop play fundamental, complementary roles in evaluating the effects of
pi‘o_posed xpodiﬁcations of pianned activity. Simulation can be used to incorporate a plan
change into 4 temporal sequence »f expected situations in ‘he task environment.
Deduction can determine inconsistencies and propagate these according to currest plan
relations (irrespactive of time). Simulation can propagate inconsistencies to appropriate

points throughout the sitnation sequence.

B~fore turning our attention to an anticipated scenario of system use, the question
of system responsiveness must be addressed. If a system is to provide adequate support
for the decision-making required in the effective control of planned activity, it must
perform within real-vime constraints imposed by the context. What can be considered
real-time, however, differs according to the type of context and with the level of conurol
within a given context. In proposing a system based upon data base, deduction, and
simulation components, we do not mean to give the impression of ignoring issues of system
responsiveness. We envisage application of the proposed system at a level and in a
enntext requiring covsrol cyci~s (i.c., feedback loops) on the time scale of minutes to an
hovr. To satisfy these real-time constraints, computational complexity must be coutrclled

through appropriate data base represeniation, limited deduction, and seiective simuiation.

D. Scenr.rio of Systera Use

We couaclude this section with a brief description of how our systern might be used
in the control of planned activity. These uses reflect the basic capabilities of the system
as described above. Apperdix A contains a partial model for the original plans of this

scengrio.

We ssume thai a data bose representing activity as curreatiy pianned has been
previously estabiished, as is the case in Combat Operatious. We note that the system
could play s supportive role in establishing a set of mutually consistent plans prior to
execution time. Let us assume that execution of planned activity has begun and that a
report of new irformation har been received. The user (c.g., commander, aiae) submits
this infarmation to the system. The system ascertains the significance of the information,
as dcwcribed above, and reports its finding to the user. If all is well or if conflicts can be
sutomatically accommodated (as in the case of a delayed task where adequate leeway in
schedules existy), the interaction sequence is completed and the user awaits pew

inforr.-ation. However, any conflicts requiring, or opportunities suggesting, modifications

8
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of planned activity may be noted Ly the system. The user could then query the system as
to resource availability or environmental conditions expected at that or some future time.
The user could also inquire as to the reasons for (goals of) certain aspects of activity.
This interaction might lead to a proposed modification, which is then submitted to the
system. The system must incorporate this change into a new versinn of its data base and
evsivate any consequent effects upon other current plans. This could lead to a revision of

the proposal or even fuither proposals to overcome detected, undesirable side effects.

The following scenario should give an idea as to how we expect the designed system
to work. In an actual system all the details of the plans would be included. Some
preconditions for attacking a target (such as that the target must be relatively
unprotected, that the aircraft be available for the duration of the attack, and that the
aircraft be properly armed beforchand) will be mentioned as needed here. While, in a
working system, of course all such preconditions would be included. We shall also deal
with time loosely in this scenario, whereas it would be handled much more precisely in the
designed system. The schematic layout is intended merely to provide soms intuition as to

what the world would look like. The system would actually have the exact positions of all

sz mbhat nimanaft and anmmaman
) WAMGU G VAWGIV OGlA\ M Al adlavid

and the flying speeds of the aircraft, would be required by the system.

Schematic Layout:

Target 1 Target 2
SA8 1 SA8 2
Airbage 1 Airhase 2 !

Initial Plans: o
(1) Destroy Target 1, which is relatively unprotected (presumably because :_:'_:::_-:
of an earlier attack). 2000
I
(2" Destroy Target 2. This involves an initial attack to knock out the SA8 .
) sites. Airbase 2 will provide the aircraft required. ‘::'_.;::.:
; RS
] o~
i Problem: .:‘.. {:__
: R
i Two hours before the launch of the attack against Target 1, reports indicate that : \.
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some SA8 missiles will be in position within the hour to defend Target 1.

The sttcm should realize thzt this presents problems for the mission to destroy
Target 1. One precondition for that mission, that Target 1 be relatively unprotected at
the time of attack, had been presumed true but is now in doubt. After compuring the
expected arrival of reinforcements with the scheduled arrival time of the mission at the

target, the system will determine that the precondition is indeed false.

The system would have several possible lines of action to zttain the precondition of
the target’s being relatively unprotected. First, the defense may be avcided by either
flying around it or by arriving before the defense is in place. Second, the defense may be
destroyed during either the current mission or an earlier. Third, the defense may be
neutralized by jamming or otherwise interfering with its operation. Feurth, the defense
may be flown through at the risk of losing aircraft. Finally, the mission may be canceled.

These options are presented to the operator as prospective courses of action.

Suppose the operator chooses to try to advance the arrival time of the mission at the
target. The system analyzes this and finds that, since the remairing preparation time
required for the aircraft combined with the flight time exceeds onme hour, this plan

modification is not sufficient to restore the necessary precondition.

After being informed of this, the operator checks for any jamming aircraft available
to accompany the mission, but none are available,

R e L

The operat,or now chooses to deqtroy the SA8s by anot.her mission. He lndxcates to
use aircraft from Airbase 1. The sysiem replies that this is impossible becanse none of the
aircraft available have the required armament. Alternative suggestions are to divert some

aircraft from another mission or to send some from another base.

The operator then decides to send some from Airbase 2, but the system again
reports that there are no unassigned aircraft available with the required armament. The
operator then tries to reassign the aircraft that have been assigned to destroy SAS8 Site 1
(and that possess the preper armament t attack Target 1). The system realizes that this
interferes with the second plan, i.e., to desiroy Target 2, but looks to see whether a

rescheduling is possible.

10
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There is a time limit within which Target 2 must be attacked—no later than 8
hours after the destruction of the initial SA8 site. If another mission were immediately set
up to destroy SA8 Site 1, the mission to attack Target 2 would have to be delayed but
could still fit within the alloited time frame.

[ A T
LI T B

The operator verifies all these actions and orders are given to reassign the mission
against SA8 Site 1 to attack the SA8 defending Target 1. Another mission is launched
against SA8 Site 1 and the mission *o attack Target 2 ic rescheduled.
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Features:

Upon being notified of a chauge in the situatior, tiie system determines that this
invalidates a presumed precondition. The resuiting problem is serious enough so that the

system does not try to determine what course of action to take on its own. Instead, it

prosents some set of potential actions for the human operator to consider.

The operator respords with some particular action, but the system analyzes it and
finds that it do=s not remedy the problem. Again the operator is informed of this. This

kappens several timea,

Eventually a suitabie plan is devised. The system veriiies that there is a way of
satisfying all the preconditions and attaiving all the goals. This may involve some miror
rescheduling of existing plans. The final plans are then displayed for the operator’s

approval.

In analyzing the plans, the system must know both the plans and the present status
of each mission. In addition, to predict future status, the system must know the relative
positions of all the entities (bases, targets, aircraft, etc.) and their velocities. Of course, it

must alsc know the resources available for use.

For the purposes of this project, the proposed system will not perforra the

A
replancing automatically.  However, in some cases, it will be able to suggest AN
. . . . . . . N
straightforward options. Complete replanning, just like the original planning stage, would “’}-:4‘
appear to invoive complex krowledge of the tactics of a situation and an appreciation of ey
.'_‘.'l.f"
goal evaluations based apon more global, strategic criteria. We do not perceive the T
R
knowledge-engineering effort required to realize effective, automatic replabning as being e
3 H A
within the intended scope of this project. O,
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T TEMPCRAL LOGIC

One of the most active areas in current planning research concerns the temporal
nature of plans and the predicates upon which they are based Planning systems for time-
critical events in real-world applications will not be possibie without a proper treatment of
time. A system for replanning during exerution will depeud even more critically upon the
system's temporal proficiency. Our system will use temporal predicates for the statement
of STATE AXIOMS.

A. Inadequacy of State-Based Systems

In mathematics, >redicates are sxmply true or false. If a theorem prover detects that
a predicate is true and then later detects that it is false, it has found a contradiction from
which it could prove anything. In planning, as soon as any action of a plan occurs, the

truth of predicates. in the world mode! may change. A system for planning or replanning

must be able ¢ ltered world model without deriving contrzdictions.

4}
¢

During the planning process, predicates may change values as the plaaner asserts
that an action (“operator” in STRIPS [22]) is added to tke plan. Thus, when an operator
TURN-LIGHT-OFF is added to the plar, the value of the LIGHT-ON predicate would be
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(possibly) changed in the world after the action of turning the light off has been NRS
Lol
performed., POy
e
Since the state of the world changed with each action, the early planning systems g}-::_::
were state-based. A state was defined by a set of predicates true in that siate. An action L'_:‘u
F )N
transformed the worid from one state to another. Each state had its own set of Yo g
Ty ¥ !
predicates. The state of the world before the {UVRN-LIGHT-OFF might have the LIGHT- B
ON predicate as true, while the state after the action would kave i as false. No _<
contradictions existed within apy state. Time was modeled as the sequence of states. L .
. L 7 )
State-based systems are computationally attractive. Fach state can be represented e
as a collection of predicates. All computations te determine state transformations need T
(O
consider only the predicates within the present state. When an action is proposed, the fl-«'_'.:;
A
IS
. "o
.We shall normally call a predicate P true if P is asserted and false if Not P is asserted. E‘;
bt
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state resulting from that operation can be quickly calculated and kept separate from the

earlier state. Should that action be rejected for later reasons, backtracking to the earliex

state ir :asy. Many simple actions can be mnodeled by a state-based system.

- ¥

However, when the actions become more complex, state-based systems are no longer

AR A

appropriate. The critical shortcoming of these systems is the simplistic modeling of time.

T L O
1,9 L

Continuous changes (e.g., position of a moving object) cannot be modeled by a state-based
system, Coordination of planned evenis with external events is more natural if the

planning system incorporates time in its modeli.

Some siate-based systems take a first step towards the embodying of time. Irstead
of kecping the predicates in each state separate, every predicate takes an extra argument
indicating in which state to evaluate it. Thus, LIGHT-ON{s;) may be true while
LIGHT-ON{s;) would be false if s, were the state before performing TURN-LIGHT-OFF
and & i3 the state afterwards. From this, it seems only a short step to describing LIGHT-
ON(t) to be a function of time. Operators could then be described as occurring at a
particular time (rather than in a state). Thus if TURN-LIGHT-OFF occurs at time tp
LIGHT-OMN) is false for ¢ 2> ¢t .

Since a state was a set of predicates true i some poiat in time, we shall represent
that time point as TIME(s)) for state s;. We could then express a state as STATE\t),
meaning the set of all predicates true at time ¢t. Thus

8, = STATE\TIME\ s 5))
is a tautology.

B. Temporal Pradicates

We have chosen a sligntly different motation than the usual state-based noiaiion to
indicate the temporal dependence of predicates. We shall employ statements in a
temporal logic similar to that described in [1]. This logic is a typed, first-order predicate
calculus, in which terms are either condition statements, points i time, or intervals of
time. We shall represent the interval from time ¢ to time ¢, by the notation [¢;,t5. The
time interval is assumed to be closed at t; and open at t,, capturing the notion of “from

'

t; up to (but pot including) t,”" By this assumption, t, must be greater than ¢ 1> thus

guaranteeing that all time intervals represent some finite, nonempty interval of time.

Three basic predicates are HOLDSAT, HOLDSOVER, and HOLDSDURING.
Instead of LIGHT-ON[t), we use HOLDSAT\LIGHT-ON, t). The statement
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HOLDSAT\¢s, t) represents that predicate cs is true at time t. HOLDSAT(cs, t) is true if
¢s is true with respect to STATE\t), where STATE(t) is the complete state accepted ay
true at time t. HOLDSOVER(cs, [tty]) represents the same for cs throughout time
interval [tl,tg].,‘l HOLDSOVER(cs, [t,,tg]) is true if cs is true with respect to STATE\t)
for ail ¢, t, <t <t, HOLDSDURING(cs, [t;t,]) represents the existence of the
satisfaction of cs at some point within the interval [t ,ty. HOLDSDURING(cs, [t,.t o) is
true if there exists ¢, t, <t < tp, such that ca is true with respect to STATE(t). Time is
considered to be orcered and dense; as such, we model it by the real numbers. Other
predicates express relationships between time points and/or intervals (e.g., BEFORE,
DURING). Since this is a predicate calculus, quantifiers and fogical connectives are

available. Alien [1] presents a basic set of axioms for the resultaut temporal logic.

: There are two reasons for using this temporal logic rather than simply adding time
as an extra argument to each predicate. First, within a particular state, s, time is
constant and can be ignored. The HOLDSAT(cs, TIME\e)) predicate can be dropped,

leaving only the original predicate without reference to time. This may also be done if the

interval of a HOLDSOVER contains the interval under discussion. Second, this notation
is often notationally simpler:
HOLDSDURING (ca,[t ;,t 5})
is cleaner to read and compute on than
Je(, StAt < tyAcat)
However, cs(t)) is slightly cleaner than HOLDSAT(cs, t ).

a

X w 1 X_®_ ",

We have been developing a computaticnally feasible basis for reasoning witlﬁn the
temporal logic outlined above. Appendix C demonstrates a program that manipulates
imprecise temporal quantities over PROCESSES and EVENTS. We can infer selected
aspects of a state at time t within a history H (i.c., STATEAt,H)j in terms of last-stated

. F ot .
r '

values and relevant changes occurring within a finite number of intervening e
R
circumstances. SO
e
e
e
7 @1
oA

®
Alternatively, an interval argument could be represented by two time point arguments, giving

HOLDSOVER(cs, ty, t2)'
15
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C. States and Circumsutances

A STATE represents simuitaneously true conditions and consists of a set of
conditions that are true with respect to the contextual situation(s) the STATE is intended
to model. A STATE s has an associated IMPLIED STATE IS(s) that is the transitive

'_-_: closure of inferences possible from s (i.e., the complete set of all conditions either ia s or -

-~ derivable from a).

While most pianning systems have been concerned with discrete state changes
2 caused by operators, we feel it is necessary to model processes. We shall use the term
- PROCESS to describe situations in which conditions vary as a function of time. A
: ::' falling ball would be a PROCESS in which the position (and speed) of the ball changes
with time. At any instant, the position of the ball is a fact in the STATE at that instant.

=y
N é At any later instant, the STATE will have changed because the position of the ball has
' 3 changed.

Every STATE occurs within the context of a CIRCUMSTANCE, A
CIRCUMSTANCE ¢ is accepted as true over an associated interval of time [Tinitial(c)' :
Trin ,A6)} A CIRCUMSTANCE ¢ consists of an initial state INIT(c) which was true at
time T, . .oc), a set of (active) PROCESSES FPROCTc), and the set of planned activity
with the state changes they cause, EVENTS(c). Given a CIRCUMSTANCE ¢, the state
may be determined for any time within the associated interval of time, presuming that the
components of the CIRCUMSTANCE are all correct.
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A CIRCUMSTANCE combines the representation of a set of simultaneously true
conditions with a representation of the way those conditions are changing over a specified
time interval. Our use of CIRCUMSTANCES and the assumption as to the nonempty
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property of time intervals will allow us to avoid problems that arise when reasoning is

o

i = x

based solely on conditions true in instantaneous states, as discussed by McDermott [41]. bk
By directly represeating change as PROCESSES and EVENTS, we can reason about .

i “y . . » . » . '.‘.
o conditions that are true at any instapt while bearing in mind the aspects of those {:‘_-
a

instantaneous states that are currently changing. The mainienance of truth of a condition
over some time interval can be expressed as a CIRCUMSTANCE wherein the condition is
an element of the INITIAL STATE and is not affected by the PROCESSES or EVENTS of
the CIRCUMSTANCE.
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Control of the execution of planned activity will depend upon relationships among
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16 _ i~




sequences of consecutive CIRCUMSTANCES. We say that CIRCUMSTANCE ¢, directly
precedes CIRCUMSTANCE cg if Ty fe)) = Tinitiallcg). In this case, c, directly
succeeds ¢; as well. We say that two CIRCUMSTANCES are consecutive if one of them
directly precedes the other.

) T EE. Sy a2 Y U ¥

D. Histories

In order to reason effectively about present and past situations, we must be able to
refer to what beliefs were held to be true by the system at various times. For the current
time (i.e., now), which we call CT, our knowledge not only includes statements about the
present time {‘‘The sun is shining™) but also statements abcut past time (‘‘The moon was

full last night") and beliefs about the future (‘‘The sun will rise tomorrow™).

We shall define a HISTORY as a sequence of consecutive CIRCUMSTANCES ¢, ¢,

n such that c; directly precedes ¢;,; for 0 < ¢ < n. A COMPLETE HISTORY over

the lnterval [Tbegm’ T4 is a history such that T .. dep) = * Tyegin 30d Tpingde,) =
T,,4 Given a COMPLETE HISTORY H over an interval and a time ¢ within the interval,
C’STANCE(H t) is deficed as the CIRCUMSTANCE ¢, of II such that

)
le)<t < Ty 2sl¢;), being the CIRCUMSTANCE accepted as true at time ¢ in

l7‘lblub [ 14
history H. Slmllarly, CSTANCE(H, [t;tg]) is the set of CIRCUMSTANCES ¢, of H
accepted as true at some time within the interval [t,t,]. We defie STATE(H,t) to be

the state at time ¢ as can be determined from CSTANCEH,t).

TG . SRR

Since we do not know the true state of the w. Id and only have beliefs about what is
true, we shall describe the HISTORY OF CIRCUMSTANCES (that we believe are true) up
to a particular time as an EXPECTED HISTORY' . For the current time CT, this
history is called the CIJRRENT EXPECTED HISTORY, or CEH. The CEH

represents (assumed) past, current, and (expected) future circumstances.

With each time in the past, t < CT, we associate an ACCEPTED EXPECTED
HISTORY AFH(t) that is equal to what the CEH was at that time. For future times,
t > CT, we shall specify the AEH(t) to be simply CEH. AEH(t) is the complete history

‘This use of ‘“‘expected history” is closer to the use of “‘chronicle” by McDermott [41] than the use
of “history” by Hayes [30]. The difference is that we are considering as part of our HISTORY
only what we believe or know at the time, as opposed to what actually is true in the world. We
have chosen the name EXPECTED HISTORY because most of the statements in a HISTORY would
be about the past, but it also includes events that we expect to happen. Thus, it represents what
is expected to be history at some future time.
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of the WORKING PERIOD from the perspective of time ¢. Once a time ¢ has beceme past,
AEH(t) is fixed. Information received at a later time may indicate that AEH(t) is in
error, either because the futur: did not happen as expected or beliefs about the past have
changed. The new information must be incorporated into an updated CEH; however,
AEH(t) does not change. Zven if a system does not retain the AEHs, the coucept is
useful in describing why certain actions were taken in the past. If the AEHSs are retained
or are constructable, the information may be useful in determining what beliefs were
wrong and why some expectation failed to materialize. This may be especially useful with
a truth maintenance system. The set of AEHs is collected into a history of histories HH.
Each history is accepted over an interval of time that ends with the arrival of new

information to the system about the state of the environment. We define the function
HISTORY such that AEH(t)=HISTORY(HH,t).

18
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IV ABSTRACT MODEL

This section contains an absiract model of the problem of interest. (See Appendix
A for an example of this model.) The abstract model developed in the previous interim
report reflected a view of plans as a sequence of events over time. Plans can be

T 7 FTEEE W N X K

considered in two ways. If a finished plan is examined, especially if scheduling is of
L interest, it can be seen all at one level, flowing along with time {although there may be

l several parallel branches at once).

On the other hand, if a plan is examined from the perspective of developing the
plan, iv will probably develop hierarchically. The previous model was developed to allow

: monitoring of the plan as it unfolds. However, this is not a convenieat view when the

plan itself is generated or when it is modified during replanning. Proper planning is best

¢ achieved by top-down, recursive planning. Ounly in the simplest domains can a plan to
achieve a goal be found without the necessity of finding plans for subgoals.
o
We have improved upon the earlier abstract model by providing the structure of a
. plan to allow recursive goals and subgoals without losing the ability to {oliow the plan . j?
y linearly through time. When a plan has been completely formulated and all details filled X 1
; in, the time events can be extracted, forming a linear list (still providing, of course, for f::::-’ N
activities occurring in paraliel). E":‘!;
~ R
S The following abstract model reflects these improvements. .;: :
N o
: A. Context N2
: CONTEXT: - SN
. A WORKING PERIO o
- An ENVIRONMENT e
> STATE AXIOMS ‘;;(:
. SRt
All activity of interest is assumed to take place within a finite period of time, called t_‘&!‘j
Y the WORKING PERIOD. The WORKING PERIOD is represented by anm interval of time v ti;
.’ . ! .
j specified as [Ty, .., T, 4 vl
- -
The ENVIRONMENT constitutes the conditional component of an execution context. Enli
o
N
‘..:_-.:_
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An ENVIRONMENT is defined by an interysetation over a set of relations, functions, and
their domains. A relation is a named set of relation domain tuples. A relation domain is
specified by a set of objects and associated objcct names (i.e., comnstant symbols). For
example, a simple ENVIRONMENT for a class of warehouse control problems can be
described by specifying the following relations: .41\0by, loc), ON{obj, 0bj), ABOVE)obj,
obj), NEXTTO(rob, loc), HAVrob, cart), IN(obj, curt), where oy ranges over objects
stored at the warchouse, rob over working robots, cart over available handcarts, and {oc
over possible warehouse locations. We assume the names associated with elements of
these domains are of the form OBJ;, ROB,;, CART;

3’

and LOC; respectively, for positive
integers s. A function maps its argument domains to a relation domain. A function
domain is either a relation or a relation domain. A function LOC{0b;) can be defined to
equal loe, such that AT(oby, Iocl)‘ (i.e., IN[obj, cart ) exists).

Defining an ENVIRONMENT is equivalent to specifying s relational data base [27).
Each domain of a relation has an associated attribute name. With each relation we
specify a subset of attributes to be key domains; for each instance of a set of key values
there can exist at most one entry (tuple) in any instance of the corresponding relation.
Thus, functions can be written in terms of relation and key arguments. Such functions
wouid be akin to a combination of seiection and projection operations in a relational
algebra [10]. For example, LOC selects a tuple from the AT relation that is specified by a

value for the key object attribute and returns the associated lo ation value.

All preconditions and =ffects of aspects of planned activity are expressed in terms of
condition statements over an ENVIRONMENT. A ground instance of a relation element
(i.e., a tuple of constants from a given relation) is called a condition. A condition
statement is either a condition or is formed:from conditions by the introduction of domain
quantifiers and variables an? by the use of logical operators NOT, AND, and OR. We
assume the existence of the pseudorelation EQUALS(z,y), which is true (i.e., includes the
tuple (2,y)) if  and y are identical entities. For example, a condition statement indicating
that OBJ; and OBJ are at the same location can be expressed as the following:

AND(ATIOBJ , z), ATIOBJ, y), EQUALS(z, y)).

We let AND and OR take an arbitrary number of arguments for ease of expression.

In planping and controlling planned activity, we are concerned with the (believed)

.NIL if no such tuple exists
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" truth of condition statements at specific points in time or over given tir:e intervals. A
":f- state s consists of a set of conditions that are considered to be simultaneously true at ':'.“:f‘
ot some point in time TIMEXs). As such, a state is an instance of the relational data base
i_: defined by the ENVIRONMENT that is comsistent with previously specified STATE :-.::-:_
. AXIOMS. o
vy T

3 STATE AXIOMS express implications and constraints among condition statements aT.
.‘_*‘ that are true within a given state or within certain temporally related states. If we adopt
_\ the relational data base framework, uniqueness of certain nonkey values is implicit. For :f.:‘-fl_
N N example, if the object attribute is made a key of the AT reclation, an object can be at no ‘
R more than one locaticn in any state. Such constraints need not be expressed explicitly by Eﬁ:;g
;‘-': STATE AXIOMS. STATE AXIOMS that express implicaticns of, or constraints upon, T
'E._ conditions of a single state take the form
.';-‘.: HOLDSAT\cs, t) = HOLDSAT\cs’, t),
4 where time ¢ is understood to be universally quantified. Other STATE AXIOMS may

) express relationships among conditions at different points in time or holding over intervals

‘-.E': of time. This allows the representation of changes in the ENVIRONMENT that are

Nv‘ triggered by coexisting conditions and are not directly caused (intended) by the activity of

agents.

‘- Preconditions and effects are also expressed in the temporal logic. For example, the

{ preconditions of an action scheduled to begin at time ¢ may include the following
;' N requirement:
. R HOLDSATEXISTS(z, OR(AT(z, LOC ), AT(z, LOC))), t), 5
. stating that there must exist some object at location LOC; or LOC at time ¢. '*_\
':‘,_‘. One aanect of the ENVIRONMENT deserves special attention, that of RESOURCES. ﬂ:‘
RESOURCES are material entities used in the performapce of planned activity. a

RESOURCES may be reserved for, allocated to, and possibly consumed by a particular
activity. Resource management is a crucial component in the effective control of planned

activity. As such, we represent material resources as separate aspects of the conditional

.
Ex IRy
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context. RESOURCES are represented in terms of use-related properties. In addition,
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;::«:,. each resource has an associated CURRENT USE HISTORY that, at any time within a :'_\
.r\‘\ WORKING PERIOD, indicates its past, current, and anticipated modes of use during the ::::{:
e : ; )
o WORKING PERIOD. The CURRENT USE HISTORY associated with each resource (type) T
4 4 provides the indexing needed for updating allocations effectively. [:-;.;i
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The activity planned for a given WORKING PERIOD wiil be represented from two

perspectives. One is as a hierarchy of GOALS, PLANS, and TASKS. The other is as a ;Z‘_:'-_‘.
history of required conditions and a history of conditions expected to occur sccording to t" -
an extant hierarchy. As such, planned activity is represented in terms of the following Et‘:j'-
entities. N
B.  Activity o
ACTIVITY: T
A Set of GOA:LS : 2
A Set of PLANS R
A CONDITIONS HISTORY :-:.'::*
An EXPECTED HISTORY F:" _
o
Planned activity is naturally described in terms of GOALS and PLANS. Relational N
structures among these entities represent reasons, conditional dependencies, and other };:::}‘:
'.\::\

restrictions (e.g., relative constraints on execution time). A GOAL represents a set of

conditions that the planning system desires to be established in the execution context over F"f 'S
some specified period of time.
I‘\'.-
GOALS and PLANS will always exist as matcked pairs. A PLAN for a GOAL is only S
o
relevant within the full CONTEXT. The PLAN associated with a GOAL may not be ol
P
sufficient to achieve the GOAL without the actions that are specified in other PLANS O

within the CONTEXT. In particular, « GOAL may have an empty PLAN if other PLANS
will achieve the GOAL. The CONTEXT embodies the associations between a GOAL and
the PLAN to achieve it.‘

Corresponding to a symbolic execution (i.e., simulation) of the scheduled TASKS of
currently planned ACTIVITY is 2 CURRENT EXPECTED HISTORY CEH that reflects
changes expecied to occur over the WORKING PERIOD. Events in this history reflect the
initiations and completions of scheduled TASKS as well as the implications of any

applicable STATE AXIOMS. Simulation of a set of scheduled TASKS from a given

beginning state produces a sequence of time-consecutive circumstances constituting CEH. o
Through application of the axioms of the temporal logic, expected values of condition ?.‘O
attributes can be deduced from this history for any point in time within the WORKING ey
::-,"_- ;
—— n '."'."‘ .‘,

* AL
We presume the existence of some interconnections such that the path from auy item, say a ey
STEP, to any other item, say the PLAN in whose METHOD/SCHEDULE the STEP is contained, can AR
be traced. M. .
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PERIOD. This capability serves as the basis for determining whether new information is

consistent with current expectations.

C. Goal

GOAL:
GOAL CONDITIONS
A RATIONALE

GOAL CONDITIONS are expressed as statemerts in the temporal logic; as such they
indicate condition statements to be true at associated times or intervals of time. A
GDAL's RATICNALE indicates the role of the GOAL in realizing either the top-level goal
(what the planner was ordered to achieve), or that it is «n essential subgoal in achieving
some other goal, or that it is necessary to satisfy a genmeral, recurring objective (e.g.,
maintaicing adequate supplics). Satisfaction of several GOALS may be neczssary to attain
a global cbjective.

D. Plan

PIAN:
PLAN CONDITIONS
PLAN EFFECTS
A METHOD/SCHEDULE

The PLAN CONDITIONS contain what have been called “‘preconditions” [22] for the
pian. That terminology is too limited for this application as there may be condivions that
mast hold at some pcint iu sime after the plan execution bas commenced, but not
necessariiy before then. Likewise ‘‘postconditions’” may become vulid before the PLAN
terminates, so we use the term “EFFECTS.” The PLAN CONDITIONS are the (cfter, but
pot pecessarily) minimum set of conditions reqaired for its METHOD/SCHEDULE to
succeed. Tae PLAN EFFECTS describe the plan's cffects upon the ENVIRONMENT. This
incluces all the effects of the subplans contained within this plan.

The METHOD/SCHEDULE of a PLAN consists of a procedural network {32] of STEPS
or GOAL/PLAN pairs. Any GGALS occurring within 2 METHOD /SCHEDULE are subgoals
of the main GOAL associated with the PLAN. These would then recursively have their
own PLANS with METHODS/SCHEDULES. No PLAN is complete until each node in the
procedural network of the METHOD/SCHEDULE of that PLAN is either a2 STEP or a
GOAL whose PLAM is complete. The SCHED'LE part of a METHOD/SCHEDULE can be
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extracted from the STEPS below it.
A PLAN, as defined here, represents a marriage of (1) the procedural-network I"";:
planning technology developed in artificial intelligence with (2) the PERT/CPM '\EJ
technology developed in projoct management. The resultant representation includes both ::{:}
functional and temporal relationships among the component TASKS. Steven Vere's ..;:E._r
pianning system under development for NASA [57] adopts a similar approach in m"“":‘j
scheduling the behavior of planetary space probes. P '-t
The METHOD of a PLAN represents relat.iogships among the preconditions and \]
EFFEC13 of TASKS associated with STEPS or SUBGOALS of its METHOD. The Yo
SCHEDULE of a PLAN consists of the time interval [T,,,,, T,,.,]. T,s is €qual to the f»’i
earliest (least) starting time of the STEPS and SUBGOALS in the METHOD. T,, . is equal t;:}
30 the latest (greatest) expected completion time of the STEPS. This time interval r;‘:}
represents the extent of time within the WORKING PERIOD during which STEPS of the }-i,]
PLAN are expected to be executed. A PLAN's SCHEDULE also has slack measures k‘;q
detcrinined with respect to the ESTABLISHED PERICD cf its associated GOAL. :-""53
Whan a PLAN ja completaly fillad out, ite hisrarchice] structure could be removed Li?'."j:'
by replacing each subgoal in the procedural network of the top-level METHOD/SCHEDULE :,.:j
with the procedural network of the METHOD/SCHEDULE of the subgonl. This is repeated E‘_:".:ﬁjf{
until all subgnals are removed and the METHOD/SCHEDULE of the top-level PLAN is a ﬁi
s

procedural net of STEPS.

P
¥ v,

N

Flatiening of the PLAN hierarchy resuits in the loss of information and therefore

f.
should not actually be carried out. It may be uszefaul to rzachieve only some subgoals ,?-f. ::_:j
eemime mndomcimae ofbon me csrmwmantad meramd o bham shoo boetoo da Foboor foo —L_4 o _a A
WUl UK ICYIGLRLUIE alitl Ol WUTCAPTLWW TIGUY 1GVATL VUG AAVIME W UTUVCIJIIUT Wl LIusdv :"‘::\:nl
be done to guarantee accomplishment of the overall goal. If the PLAN has lost the ;1;"‘

AN

structure of the subgoals, the whole pian may have to be redeveloped. DY
R

E. Step AR
STEPS comnstitute nodes of the procedural aetwork, while arcs represent precondition ;"_i"l:"
depzndencies among TASKS associated with the STEPS. Each STEP has an associated '4“
TASK. A TASK may be associated with one or more STEPS from one or more PLANS. A G
STEP is represented in terms of the followiug aspects. JJ
OO

R

b @
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STEP:
A TASK
A SCHEDULE

The SCHEDULE of a STEP reflects the starting time and expected duration of its
associated TASK. In addition, various measures of slack (or float) [57] are indicated.
Each measure of slack indicates a bound on rescheduling a STEP without any
corresponding need to reschedule other aspects of the PLAN. One measure may indicate
how much a STEP may be pushed back (or ahead) without causing other STEPS to be
rescheduled. Apother may indicate similar bounds if the oversll beginning or ending time
of a2 PLAN is not to be affected (even though other STEPS may have to rescheduled within
the PLAN’s METHOD/SCHEDULE).

A STEP exists within the procedural network of the METHOD/SCHEDULE of a
PLAN. That network contains information about the predecessors of this step (usually
validating the latter's preconditions) and the successors of this step (awaiting the
preconditions supplied by this step).

. Task
A TASK represents a segment of activity that is normally executed without
interruption. Eack TASK is represented by several aspects:

TASK:
A SCHEDULE
A METHOD
INSTRUMENTS
PRECONDITIONS
EFFECTS
PLAN STEPS i
The SCHEDULE aspect represents information as to scheduled starting time and f:f'_ B
duration of 2 given TASK. Since the duration of a task may depend or other factors, f_-; o
estimates are included for the minimum, maximum, and expected durations for successful :
task execution. ‘_—"—';3_-:_:'_:‘_ :
o
The METHOD aspect serves to describe execution of the TASK. A TASK may be {::-c:‘_fi
primitive (an ACTION) or compound. Am ACTION is a TASK having an empty "_""h
(undescribed) or functional METHOD. A functional METHOD describes the dynamics of 5:_."’!.'.!.5
n '-‘.'\-:
:‘::::F».‘
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the state change culminating in an ACTION's effects as a function of its SCHEDULE. The
METHOD aspect of a compound TASK is a ‘program’ specifying an execution sequence of
sube linate TASKS. Duration aspects of the SCHEDULE asscciated with a compound
TASK can be determined from those of its subordinate TASKS in a straightforward

manner when independence of subordinate task durations is assumed [57].

The METHOD of a PLAN, through relations among its STEPS, places constraints
upon the SCHEDULES of its STEPS. STEPS of a PLAN typically need not be performed
consecutively. Some may be accomplished concurrently; some, by establishing the
preconditions of other steps, must be completed before the latter can begin. Their
flexibility, interruptability, and possible concurrency are what primarily distinguish the
METHODS of PLANS from those of TASKS.

An INSTRUMENT provides for a necessary capability in the execution of a TASK.
An INSTRUMENT role is filled by one or more assigned (allocated) RESOURCES. Fach
INSTRUMENT is specified in terms of constraints cn use-reiated properties associated with
resources. These constraints define resources that can be used to fill au instrument’s role
in TASK execution . Resources currently assigned to a given INSTRUMENT are noted as

well.

A PRECONDITION is a condition that is not provided by the TASK itself, but is
necessary for the successful execution of a TASK. A PRECONDITION is expressed as a
statement in the temporal logic described above. An ACTICN has u prespecified set of
PRECONDITIONS. - A compound TASK's PRECONDITIONS are defined in terms of
PRECONDITIONS of its subordinate TASKS, being equal to the union of the
PRECONDITIONS of its subordinate TASKS minnus those previded within the METHOD
itself. These can be determined by a process known as regression [44]. PRECONDITIONS
gencrated by subordinate TASKS need pot be established until execution of those

subordinate TASKS commences.

The EFFECTS of a TASK represent the state change resulting from successful
exccution of tbe TASK. The EFFECTS indicate both a set of conditions and the time at
which such conditions are established duricg TASK execution. These are conditions that
are not subsequently consumed by the TASK; they are determined by a process of
progression, similar to regression for PRECONDITIONS. EFFECTS are expressed as

statements in the temporal logic.
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G. Activity Reports

We assume that the PLANS are sufficient to satisfy the GQALS, within the
constraints of WORKING PERIOD and RESOURCES, starting from the beginning state BS
(i.e., the state at time Tbegin)' Unfortunately, we also must assume that the execution
context cannot be well predicted. However, indications as to prevailing context situations
can be obtained, As the WORKING PERIOD progresses, information is gathered in the
form of ACTIVITY REPORTS of the following types.

ACTWITY REPORTS:
ENVIRONMENT REPORTS
RESOURCE REPCRTS
TASK REPORTS

Each ACTIVITY REPORT has a content and a time aspect. The content of a report
is accepted as true as of its associated time aspect. ENVIRONMENT REPORTS contain
information that is gathered by sensory processes. Such information may be obtained as z
necessary side effect of TASKS carried out for other purposes. Other (e.g., reconnaissance)
TASKS are scheduled for the exact purpose of acquiring certain types of contextual
informaiion. The cunient aspect of an ENVIRCNMENT REPORT takes the form of a set
of contextual conditions. RESOURCE REPORTS indicate changes in the usage modes of
RESOURCES. Most RESOURCE REPORTS are generated in conjunction with TASK
REPORTS. TASK REPORTS indicate starts, completions, and outcome assessments (e.g.,

success, failure) of TASK executions.

The first stage in determining the significance of a newly obtained report having
content C and time ¢ is to evaluate the consistency of C' with respect to conditions in
STATE{t, CEH) and happenings in CSTANCE(t, CEH). CEH is the current expecizd
history of the WORKING PERIOD; CSTANCE retrieves the circumstance within which
STATI\t, CEH) occurs. This evaluation may indicate the need to bring that
circumstance into conformance with the uew report content C. If accommedation of
history ie required, the next stage is to determine those aspects of planned activity that
are affected by the necessary changes. This stage involves processes that reason according
to preconditior dependencies and time slacks of PLAN METHODS aud others that simulate
selected, scheduled TASKS so as to propagate the consequences of the new information to
all places concerned. Finally, the full import of new information is realized through

interactive processes that serve to adapt existing PLANS and GOALS to opportunities and
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difficalties engendered by the new report.

ACTIVITY REPORTS that necessitate history accommodation result in a history of rel

bistories HH {see Section Iil-D). Each history is accepted over an interval of time that E'!

ends with the arrival of one or more such reports (which is often after the times of those :-;‘1

; rzports).  Each element of HH has associated with it the ACTIVITY REPORTS and :c-c
.. ACTIVITY CHANGES that gave rise to its generation. We expect that access to HH will ,*::‘:-:!
.‘ !Q')' Iy
provide a basis for analyzing and discussing the course of a WORKING PERIOD after it -.i

; has unfolded. fi::;f:j
ST

1 The objective of execution time control and replanning is to respond t. new reports _»;‘
in 2 manner that maximizes the value of GOALS satisfied during the WORKING PERIOD. pal%

f’i We assume that initial PLANS attempt to optimize use of the WORKING PERIOD. RN
?E] Optimization procedures require GOAL evaluation guidelines (e.g., global strategy). A ;js:;
T

73“ GOAL's RATIONALE is used to determine its importance with respect tc such guidelines. :;};
: H. Feplanning Reports ;Z‘:";
}(,3 As information is gathered and its sigmificance ascertained, activity changes may be '-;:
9 proposed in the form of REPLANNING REPORTS of several types: A0S
! B
A REPLANNIN(J REPORTS: KN
;3 Rescx.ﬂivlmg zn Existing TASK .ﬁ*"
4 Can:eling an Existing TASK :'_C:-'Z N
: Introduciug 2 New TASK '_.::"_::'.
Insroducing a New GOAL and Associated TASKS e

. Carzeling an Existing GOAL and Associated TASKS :3_!_._
| o R
g The wdoptéon of f;ppropriate activity changes ultimately depends upon the ability to t*':::‘_
y - m -
E comprenend iie rigmuicapce of ACTIVITY REPORTS and subseguent REPLANNING wh
_ REPORIC with cespoct to current PLANS and scheduled TASKS. It is this ability, m
j togethor with those acpects of a system that make this ability possible, that constitutes ,\:\;
: the focus cf ou. Auvsigr and development research. E“f};
e
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V SYSTEM REQUIREMENTS AND DESIGN

A. System Layout

In this chapter we discuss the requirements for some portions of a system that can
provide support for monitoring previously planned activity and adapting those plans as
pecessary. To put tiis in perspective, we first give a brief sketch of how such a system
might be put together and thep discuss the subsystems and their logic in more detail.

These subsystems are:

e a datis base system,
» a monitor {consisting of a deductive component and a simulation
component), and
o a human interface (not covered in this report).
The current-plans data base contains all the data about the plans, including
expected events and states, as well as information about the state and history of the
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reflects the belie’s of the system based upon whatever data it has received and digested.
This compoaent is critical because the execution of the system depends entirely upon this

informstion,

Controlling the execution of the system would be a monitor. This segment would be
responsible for accegting information external to the system and acting upen it. After
receiving status reporis or other information about the state or history of the world, this
segment wouid be responsibie for ascertaining vhe import of ihese data. it wouid cause
the data to be compared with present knowledge cbout the world (including what is
expected by the plans), would merge this knowledge into the data base, and would note
any problems these data present for the plans. The monitor would then report thesc
problems to the operator. In some cases, it may be able to suggest appropriate changes to
the plans but, since we are not attempting to do planning within this system, the operator
would normally suggest alternative plans. The monitor would take these and compare
them to the data bause to determine if they are acceptable.

Because of the complexities of the replanning domain, we envision that any

replanning system will be run interactively to aliow human operators to make the final
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decisions. So another part to the system, which is not covered in this report, would be
the human interface to the system, sitting between the system momnitor and the human
operator. It would be responsible for representing the knowledge and conclusions of the

system to the opzrator and also for accepting his queries and commands to the system.

The monitor would c2!! upon two major subsystems: the deductive component and
the simulation component. These would do much of the work of the system. The
simulation component could take the present or some anticipated future state of the world
(as represented in the data base) and would extrapolate it forward through time. By
using this extrapolation the monitor can determine whether a proposed action is wise or

whether a possible situation presents a problem.

The deductive component is an essential portion of the system and is where much of
the work will be done. Every piece of information that the monitor gets will need to be
compared to the existing data base to see if it is consistent with expectations. This will be
doune by passing it to the deductive component and looking for contradictions. When the
monitor needs to know the truth of some formula it will geperally call on the deductive
component. When the dedustive compouent returns, it will not only report whether it

e ablo 2 Jadamcmiona - HE KD
Wad aui€ Vo GSLWETINIne VaiGivy of the formula but

determine the truth (or falsity) of the formula. From that would come a measure of the
certainty of the formula based upon the certainty of the beliefs and rules used to

determine it.

B. The Monitor

The most critical component of the entire system is be the monitor. The best laid
plans and accurate status reports are useless unless they can be compared to determine
what is the status of the plans. Have they been carried out properly? Is there some

impediment to their future execution?

When information is received, it needs to be compared against the data base. This
would be doae by calling the deduction component to determine if the information causes
any problems if added. If not, the monitor would add the information to the current-

plans data base.

Problems come in two classes. One type is where the information apparently
contradicts other information in the data base. If that other information was used in

verifying that the plans will succeed, then we have the second kind of problem, possible

30

v o4
.

A on
oA
2

[
>

s

I'd
P

'-‘ .

A S e
s oo

. .
4



plan failure. Some information may indicate that a plan has already failed to achieve its

goals.

When a problem is detected, all its ramifications need to be discovered. The system
needs to determine what other plans the failure of a particular plan step may have
already affected or may affect in the future. If the cause of the failure can be determined,
other plans that would be similarly affected should be discovered. If a condition that will
be necessary for future action will not be satisfied, that future action must be assumed to
fail and all its subsequent effects will not be achieved. By anticipating future problems
when the initial problem is discovered, the system can aid in finding new plans to avoid as

many of the difficulties as possible.

When new or alternative plans and actions are suggested, the monitor can use the
deductive and simulation components to compare these to its world knowledge to
determine if they are feasible. It can confirm that resources are available when needed; it
can verify that scheduling is consistent; it can check that all conditions for the actions can
be expected to be satisfied; and finally, it can verify that the goals will be achieved if the

actions are carried out.

The person responsible for making decisions based upon this system will need to
gather as much information from the system as possible. To this end, the system will
need to be able to justify all of its conclusions if asked. In order to do this, it will be
necessary for the system to keep track of how each assertion in its database was
originated. Was it in the original database? If not, what other assertions were used to
derive it and what was the justification for that derivation? How are those other
assertions justified? What certainty does the system have for each of the beliefs! The
human engineering of properly presenting this information as required is not within the

scope of this project but the derivation information must be present within the system.

This system will need to reflect the real world as accurately as possible. However
accurate it may be, there must be some margin for error. Errors may arise from
erroneous information derived from intelligence reports or sensors—information that may
be in direct contradiction to what the real situation is. Furthermore, the system will need
to make assumptions about what is happening in the real world even when it has no direct
confirmation that expected events actually occurred. It will adopt the belief that the

expected event happened and will include the consequences in its data base.
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If information is later found to be erroneous, the system musc be able to recover
without starting over. There may have been many deductions, resulting in assertions
being added to the data base, that have taken place since it accepted the false data, some
of which are valid and some invalid. The system must be able to recognize that it no

longer accepts the false data as valid and recant all deductions based upon it.

The system may not be told that some information is invalid; it may learn it the
hard way. If the system finds some contradiction by deducing some fact for which it
already ‘‘knows’’ the negation of that fact, then it must be able to recover. If it can, it
should determine which one of the two facts is wrong and should also determine what

caused it to derive an incorrect assertion.

C.  Simulation Component

While we feel that the deduction system is better suited for most things the
replanning system will need to do, it may be useful to include a simulation component. A
simulation system will calculate future situations from the present situation while
deduction can also compute preseat constraints from future requirements as well as
computing logical deductions that do not involve temporal aspects. Obviously deduction
could be used for the calculation of future situations from the present as well, but it may
only be efficient in projecting some predicates. Simulation may do a better job for

projecting more details.

A simulation system would take the state of the world as described by the data base
(or possibly the expected state of the world at some future time) and copy it into a
simulation data base. Then it would simulate the events that might happen beginning at
that point in time and correspondingly update its data base. As it runs, it might detect
urforeseen problems that will need attention.

There are several problems with simulation. First, since the system can not know
ahead of time what features may be important for the simulation, it will need to simulate
" what happens to all the features it knows about. It would need to simulate the weather,
the positiors of aircraft, defenses, troops, etc. But in order to be fast, it would be desired

to minimize the features simulated.

Second, simulation will only consider one future track at a time. The results of the
simulation only indicate one possible future and so prove the possibility of the result

without indicating the certainty or even a probability of the results reflecting what really
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would happen. If the simulation is run many times, then some confidence could be gained

about the likelihood of a particular situation arising.

However, this may be use¢ful when used by the monitor in conjunction with the
deduction system. When the deduction system tries to look too far into the future, it
might require a longer time than a simulation system would (depending on the tightness of
the search). In such a case, the simu_lation system could be called upon to determine if a
particular event might occur. The simulation system could say that it would (but could
not say that it definitely would not).

Of the simulation systems we looked at, the object-oriented simulation system from

Rand [33] is coarse-grained enough to minimize the execution time as we would require.

The simulation structures of FOL [64] do not constitute a simulation system but do
provide a way of tying simulation-like processes into deduction. It offers a method by
which computation (like simulation) may be called upon to decide that a certain fact is
true. The decision may not be found, in which case the system says that it does not know
the truth of the fact. But if it can determine the trutk, the deduction system can then
use the fact in its proof. This turns out to be somewhat iike the Theory Resoiution we
describe later.

We also considered what we call Worst-Case simulation. By this we mean
simulating the possible future cvents in the world by haying them follow the path that is
most damaging to the goals we choose. For instance, if enemy troops are within two days
travel of a particular position, then we will assume that they will reach that spot in two
days, regardless of other conditions that may delay their progress or divert them “ntirely.
This is not meant for use as a true simulation but rather to create bounds upcn the
possible range of events that may happen in the futurc. Thus, if we need to know if the
enemy can reach a certain position in one day and we can deduce that they are at least
two days away, we can avoid considering paths that include the enemy reaching the site.
On the other hand, if we can not rule out their reaching the site, then simulation may be
necessary to determine whether they will actually reach it.
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D. Requirements for the Deductive Component

The performance of the deductive component, its power and speed, is critical, A

real time, real world replanning system is very demanding. We present here the outline of
2 deduction system that we feel would be the best match for these demands, We shall be

employing ideas from many different systems, bringing them together into ome system.

By combiniug the different parts, the deductive component will have enough capability to
be used in the replanning system.

Unfortunately, having the capabilities to do the deduction is not emough. The
deductive component will need to be fast enough to keep up with the real-time demands

of the problem domair. These real-time constraints will be kept in mind as we present

the system.

E. Capabilities of the Deductive Component

The deductive system will need to have at least the following capabilities:

Applicable to expressions in a temporal logic.

Accountable for its deductions.

Able to recover from changes in its beliefs.

Able to recover if it finds apparent contradictions in its data wase.

Effantivva an 2 lanca Aata knan Af infarmatian
AYSAVNVAT WV Wia W iuk BV lAwves MU W AL VA ML BVIV AL

The deductive system will be applied to assertions in the current-plans data base. It
follows then that it must be effective in dealing with expressions in the temporal logic

presented in Chapter III. This will require that the deductive component be effective in
processing the time intervals. Similarly it will need to be able perform spatial
computations. . g’
We have already indicated that the monitor will require keeping track of why - .
information is added to the data base. Since it will need to know how a belief was o
derived, the deduction component will need to report that back to the monitor. Each P
deducticn it makes must be traced. NS
As a belief is revised, the monitor will modify .ue data base. It probably will not : :‘-:‘j-:‘
i physically delete entries that are no longer believed but will mark them in some way. The 2
': deductive system will need to ignore some of the data according to the belief in it.
: The data base may very well have contradictions in it that have not yet been g '-':'.j:j'.-_-':_ﬁ
discovered. If the theorem prover detects one of these, it will need to report it back to ;4.....‘
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- the monitor. The monitor needs to know how the contradiction was found, just as it IERAREN
v . . . .. SN
o needs to know how proofs are done, so it can determine what assumptions may be invalid. NN

After the monitor changes the beliefs in the data base, it may recall the deduction

P
L ' &

component again to verify that no other inconsistency was introduced.

A

Because the replanning system will need to know the state of the world to determine
whether the plans are being, and will coatinue to be, executed properly, the data base of
information will be immense. Because of this large body of data, the deduction sysiem
will need to be made as efficient as possible. It can not afford to get swamped by

analyzing data that is not pertinent to the question it is addressing.

The problem with large numbers of assertions for a deduction system is the
combinatoric explosion resulting from the relation of one assertion to many other
assertions. In gemerating a deduction, each step nas many different possible successive
steps. The result is a search space that grows exponeuntially as the proof gets deeper. The
exponent is a function of the number of assertions available. This suggests that
simulation could be used profitably when a long deduction involving many assertions is

required. On the other hand, simulations are just approximations of the future situations

and may not reflect all possible cutcomes. By using deduction and simulation where they

are most effective, the whole system can be sironger.

o F, Type of Deduction Systern
ol There are several types of deductive engines that could support these capabilities.

<. ; the possibilities are production systems, natural deduction theorem provers, and

&

Pals

\‘T'V‘;I},- ‘v
vt %

P 4

the .arious flavors of resolution-based systems.

;jf Production systems, such as those used in Wessor [62] and Cohen and Grinberg [14] j:-_-_.:j
e and expert systems (e.g., Georgeff and Bomnollo [28]), are often associated with problom- !t_‘_»a—_,
solving systems. A production system works by checking its list of rules (productions) :-:::}

until it finds one whose conditions for applicability are true at which point it applies the

,- rule. Control information can be kept either in the program selecting the rules or in the s
L‘j rules themselves. The world knowledge is encoded only in the rules and not in the
o program driving them. The rules can encode detailed world knowledge. But, for general
:-:ﬁ deduction, a production system might have to find, say, a rule of modus ponens and
!.:.:} apply it.
ny
V@
oo Natural deduction theorem provers, such as Bledsoe and Tysen [4], are better suited
o
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for generzl deductions. This vype of deductive engine attempts to find preofs in a fashion
similar to how a person might try it. For instance, formulas are kept in their original
form rather than being split into clauses, goals are split into subgoals, and the proof
proceeds in a positive fashion (neither assertions nor conclusions are negated). It is easy
to build on top of natural deduction systems, so copstructing, say, a truth maintenance
system (TMS) using natural deduction should present no problem. However, they also
tend tc have a relatively high amount of overhead and are not as well suited to making

thousands of deductions as are resolution-based systems.

In the past twenty years, many types of resolution-based systems have becn
developed. A style of programming, logic programming, has developed on top of one
subset of resolution, Horn clauses. PROLOG [13] is a logic programming language whose
execution proceeds by making logical deductions. This language has been chosen by the
Japanese as one of the basic elements of their fifth generation computer project. The
speed of Prolog in doing these deductions is quite fast—David Warren’s implementation of
PROLOG on DEC machines has a speed of 20,000 to 40,000 logical instructions per
second. Although PROLOG is quite fast, the deductive engine for our system would have
to be built on top of it to encode the features we would need such as a TMS. So, while
the base language might perform resolutions quickly, the effective rate would be much
less. However, if the Japanese do eventually build a machine that can execute at
1,000,000 logical instructions per second, the complete system would be extremely fast.

Conpection-graph resolution appears to be a good choice for dealing with a very
large data base of information. In resolution, each step consists of taking one erpression
from the data base and combining it with another that has a complementary literal. That
is, an expression that contains the literal A would be resolved against another that has the
negation of A in it. Once the first expression is chosen, an expression to resolve it with
must be found. Rather than searching through the entire data base, connection-graph
resolution maintains a set of pointers from any instance of a literal to the instances of

complementary literals it could resolve agains..

Besides reducing the time searching for complementary literals, connection-graph
resclation also restricts resolution, reducing the number of resolution operations that are
permitted. Furthermore, in locking for a proof, the system can perform graph-searching
by following along the links between complementary literals. Only after the system is
satisfied that a proof may exist along that path would it actually perform the resolutions
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and create the newly derived formulas.

One of the complaints ofien made about resolution is that it requires its input
foripulas to be converted into clauses rather than retaining the original logical connective.
Not only is the clause form unnatural for someone trying to work with it, bﬁt this
eonversion may lead to loss of heuristic clues on how a formula may be best used. While
P = Q and its clause form, ~P V @, are logically equival-nt, the former suggests chaining
vhile the latter suggesis case analysis. Furthermore, conversion to clause form typically
jncreases the redundancy in the system. The formula A = (B A C) would become two
1 clauses ~A v B and ~A vV C.

It is po longer necessary o redace a formula to clause form as nonclausal versions of
resolution have bescn developed. This improvemeut is not without its drawbacks though.

Because the structure and logical meaning of each term of a nonclausal rormula is more

Y Wa ST

complex than for clauses, the operations on the formulas are¢ wore complex. However

these prublems may be worked out. For more details on a nonclausal connection-graph

C resolution system, please see Stickel {53]. ‘

. G. Theory Resoluiion

" Resolution has been refined many ways since it was originally introduced. Theory

tesolution, developed by Mark Stickel [54], is a somewhat diiferent refinement. It

'; provides for a procedure, possibly different from resolutioa, to hely determine the

m B inconsistency of a set of clauses (it is extensible to nouclauszi formulas) according to some

' theory. In total theory resolution, this other procedure {a decision proctdure) weuld be

: , respcnsible for opevating on tke set of predicates in that tkeory. For instance, for a

3 thaory of partial ordering, the pracedure wonld be resnonsible for determining the

¥ . conditions for inconsistency of a set of clauses containing the iuequality predicate “<." :.;:.a
, Once this decision procedurs has (ztermined condiiions (svbstitutions for frec variables) ':'
: nece.sary for the inconsistency of the set of clauses containivg the predicates it is ; - )
’ responsible for, a set of :lauses containing none of these predicates is generated from the :T___ "
X original set. This set cap then Le given to the resolution theorem prover. ‘;'?-:{ é
v Theorem. {Rule of infarence for total theory resolution.) l.et S be a set of ground :\_:j"-'_
;j clauses and P be a set of predicaves (i.e., the predicates ia the theory). iet Spbe the set S
o
: *The throrems and definitions are from Stickel [54].
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of all clauses of S containing only predicate symbols in P. Let S;be the set of all clauses
of § centaining only predicate symbols not. "~ P. Let Wbe S - Sp- S5 Let Wp be the
list of clauses C, formed by restricting e.  .rause in W to just the predicates not in P. W
== {C;V D;| 1<i<n}. Let X be the set of all clauses of the form D; V ...V D; ‘where

1 m
C; !.'..,C'g- are all the clauses of Wp in a minimally inconsistent set of clauses {rom § p and

Wp Then § is incopsistent if and only if S5U X is inconsistent.

Definition. Lzt C|,...,C,, be nonempty clauses and D p-sDyy be clauses such that
each C; V D, is in S and every predicate in C; is in theory T 2nd no predicate in D, is in
theory T. Let 0.0, 5oesO 11040, e substitutions such that {01”11"“'01"17; ooy

1 m 1
Cin%m 1"_"'Cmamnm} is minimally T-inconsistent. Thew Do, V ... V D 1"1n1 V..V

Do V.V Dm"mnm is a total theary resolvent from S, using theory T

Preshurger arithmetic (integer addition and imequality) is a theory that is a
candidate for total theory resolution. In our application domain, if we restrict our time
points to be nondepse (e.3., limit them to be in terms of an integer number of seconds or
even nanoseconds), then we can use total theory resolution to separate out ali the
predicates of inequality and addition of time points. The system would pass to the
scparate decision procedure all the clauses concerning temporal relations. It would then
combine the resulting clauses with those remaining and perform its deductions on the
reduced problem. By effectively dividing the original set of clauses into two groups and
solving one, the explosive potential of the search for a sclution due to the branching factor

. (based upon the number of potential matches) is significantly reduced.

There is another reatricted form of theory resolution, partial theory resolution, that
is less demanding on the decision procedure for the theory. Rather than working on sets
of clauses, the decision procedure only needs to deiermine a complete set of subatitutions
and conditions for the inconsistency {according to the theory) of any pair of literals.
From this we can generate T-resclventa of clauses containing predicates of the theory T.
As a simple example, —Fighter(P) is a T-resolvent of P52(P) and —Bomber(z) V
—~Fighter{z) for a taxonvmic theory containing B5%(z) =+ Bomber(x). There is no need for
the system to derive or retain the clause ~B58(z) V Fighter(z). In cffect, each deductive
step is more powerful, allowing solutions to be found in fewer steps and resulting in a

smaller search space.
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.-; Definition. Let A and B be two literals. Then (E,o) where E is a clause ndoisa Lo
l‘ . . .~-.>';‘.
. substitution is a T-match of A and B if and only if T}—-Ac vV -Bs vV I but not SO
K T~Aos V Enor TH—~Bo V E. [
;\ Definition. Let A be a literal and A V C be s clause and let o be a substitution ’j
:::4 such that TH——Ac. Then Coz is a T-resolvent of AV C. ’,\

. *»
) Definition. Let A and B be the nonempty clauses A, vV ... V A, and B, V ... V sl ]
,,'j B, let AV Cand BV D be clauses, and let (E‘-j,a'-j) be T-matches of A; and B;. Then E‘*S
'{; "Co V Do V Eo is a T-resclvent of AV C and B V D where o is the most general ‘:éi:
;_; combined substitution of 0;,....0, and EisE, V.. VE . '}L_ .
. ]
N For more details on theory resolution, please see Stickel [54]. g-f'i
. ro
. '
;:s_" H. Nonmonotonic Reasoning oy
.":' With perfect knowledge, perfect plans could be made. With perfect plans, no plans %
would ever need to be modified. But our knowledge of the real werld is incomplete at e
__;f"‘,i best. and occasionally incorrect, Plans fail and we try to adapt. f'Z::.‘:"
L RS
32 R
a8 A plan is a projection of future activity based upon present knowledge. If we learn oo
something new about the world, our knowledge changes and we may realize the plan will E’_
“'“I : fzil. If our new knowledge is that some explicit fact in our old beliefs was wrong, then it ::::;-‘
-,._-_‘f is not too surprising that a plan would fail. Perbaps we belicved that a plane had full :'.:;:'.j
“;.‘ armament only to find out later it did not. A subtler problem arises when we gain new fL
‘ knowledge that does not contradict any previous facts but does lead us to different ;.':".!
“gu_‘ anmalvatana An avamnla micht ha tha rdissavare af anamv nlunce alane a ﬂ;ul\t nnt]\ that r:"':"
,__.f.‘f VUMUVIUDIWVEDs 4§ 1A VAGLA AV AMIRALY MWW VAAW NASWWW T WA WA WeAVALLJ [FENRMA/Y WSy W ASipcAV prraves Vasaw r.:'::-
% had been thcught o be clear. 9
".“ '.~‘-r
There has recently been considerabie interest in nonmonotonic logic 40, 42, 39, 64]. ;@.
Classical logic is monotonic: facts deduced before the addition of more data are still _ﬁ
"'_S deducible afterward. Whatever is deduced need never be retracted. In a nonmonotonic e
W . . . . . e
's.1 logic, deductions may not be valid after more information is added. Extending a theory i
\ : " may invalidate previous theorems. &“;.
x One obvious use of this is for belief revision. If we believe some fact, then it is Rj
k patural to use it as a basis for deriving other facts. If we believe today to be Monday, we }-j::f
; o go to work since we always do that on Monday. If we later determine that our belief was ,E:'_:f‘
wrong, that it is actually Sunday, cur conclusions and actions must change. (Notice that :-lr
) ‘.
1 -:_:4
~I§] 39 ol
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the truth of “Today is Monday” does not really change in the real world. We use it as

true in our deductions until we realize it was false.)

Another obvious use of nonmonotonic logic is default reasoning. If Polly is a bird,
then we presume Polly can fly since this is the normal case for birds, If we later find out
that Polly has its wings clipped, we must retract that deduction. We could add a
qualification that only birds whose wings are not clipped can fly. But then Polly might be
an apteryx, might have a broken wing, might be newly hatched, et cetera. This is the
gnalification problem [39]. We could continue to add qualifications but we would
probably never have all of them. Furthermore, we would have to check all the

qualifications each time we wanted to use the rule that birds fly.

All of the existing systems that reason about the real world use rules that could have
many qualifications attached. These systems probably have some of the relevant
qualifications for its rules but none will consider all the possible ¢xceptions. Since our
system will be operating over the real world, we will probably also be subject to the same
problems. Likewise, we will encounter situations in which our belief of what is true in the

real world changes. We will need to use some form of nonmonotonic logic.

L Truth Maintenance

The Truth Maintenance System (TMS) of Doyle [16] is an implementation of a
nonmonotonic logic system. In his system he keeps track of all the justifications for each
belief the system has and these are propagated during deductions. Suppose statement S,
is justified by the evidence E; and statement Sy is justified by E, Then if the TMS
derives statement S from S; and §,, the statement S ia justified by the conjunction of
E; and E, along with the rule that derived Sg. As long as E, and Ej are in, i.e. believed,
then S, has well-founded (noncircular) support and so is believed and used. If, say, the
belief in E, changes, the system no longer believes in S, nor Sg. Thus the proper belief of

the statements is maintained even in the face of changing hypotheses.

The methodology of the TMS seems to be right for our system since we are faced

with two major problems:

e We must assume particular states for many features of the real world for
which we have no direct, current knowledge (default reasoning).

e Invariably, some of cur previous knowledge or assumptions will be proven

40




wrong and we must recover without restarting.

The first of these problems is resolved by the default reasoning capability of the
TMS. One of the justifications that can be used for a statement is that some other
statement is (or is not) believed. For instance, we inay have the statement that a bird can
fly. One justification for that might be that there is no proof that the bird can not fly.
Thus if we know Polly is a bird and we have not found that Polly can not fly, we are
justified in believing that it can fly. If we later find that Polly's wings are clipped and we
have a rule that birds with clipped wings can not fly, we will add the statement that Polly
can nct fly. But adding that statement removes the justification from the statement that

Polly can fly. The database is consistent; the apparent incoasistency disappeared.

The second of these problems is exacily what the TMS does: it automatically tracks
what beliefs are based on what other beliefs and can properly update the system as beliefs

change.

A TMS can do even more than this. If the system finds that a belief is in
contradiction with other beliefs (which are perhaps reports of the state of the real world),
then it can collect the set of beliefs upon which the erring belief is based. If exactly one of

these is a default-tyne belief (i.e.. one based upon the nonexisteace of another belief), then

that is probably incorrect. The system can then retract that cefault belief and, in doing

A "

30, retract any other beliefs based upon the apparently faulty belief. The spread of the }L-;;‘::;
error can be limited in this way. r"f
1 it

J. Uncertainty ...?:'\.'i

Almost all of the knowledge we have about the world is uncertain to some extent. ’_:.ﬁ'_:.-::

We tend to rank observations as being fairly certain, depending on how good our senses :\'::'-Z:j}.:

are, But even our senses may fail us. When information comes from outside, it is subject -

to the same possibility of originally being wrong and is also subject to a failure of l\::,:::‘_'.‘

communicaticn. This would include both data being lost or partially damaged as well as a \“S':::

i i e

misunderstanding about the data's content. .:ifg‘\:-

LR CREN

» . - - ,Iz. 4

People often lessen the degree of uncertainty by gathering supportive evidence from t’?;;,._

. . . . . . ARSI

several sources. As the degree of support increases, the certainty of a belief likewise rises. AT,

’ aY

At some point, we stop locking for further evidence for the belief but will note any e
. PNeX

contrary evidence. A belief is strongly believed when almost any contradicting evidence ,:;:-:-‘}:
would be discarded as probably in error rather than causing a reexamination of the belief. "._”‘,'.'.-.,.1
41 :-:f:::
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While people are rather adept at maintaining their beliefs and adjusting them DS
appropriately according to the evidence (although not everyone is that wise all the time!), e
computer systems have only recently attacked this problem. There are two main thrusts '

towards managing a set of beliefs in the face of uncertain evidence.

Probably the better known of these is that used in expert systems [17]. These
methods, hased or subjective Bayesian methods, deal with assignment of a numerical
weight to beliefs. The more certain a belief is, the higher its weight is. The evidence is
examined (iypically by a rule-based system) and as more supportive evidence is found, the
weight is increased. If conflicting evidence is found, the weight is decreased.

There are a number of advantages and disadvantages this method of coping with
uncertainty.‘ Compuaters have been built with number-crunching in mind. It is much
easier to vetain and process information that is represented by a few numbers. When an
evaluation is nesded, geperally a single answer can be given, e.g. *“A has a weight of 0.9
and so is strongly indicated.”” If the domain has statistical validity, then this type system
is probably indicated. That is, if probabilistic reasoning is justified and the availabie
evidence contributes to the deiermination of the probabilities, then a numeric system
would be apyropriate. The mineral geology domain of Prospector [29] has this aature.

For instance, cke entire surface of the earth presents a large number of pcssible mineral SORE
sites while the data about actual mineral deposits is large enough to make statistical f-..
observations. "-:
AN
Other problems with this nureric analysis of uncertainty include the uncertainty of o

the data and rules in vhe system. Iu the Prospector case, a geclogist informs the system ‘.:EL'_‘
that the presence of featvre Fy and the absence of feature F, give an indication of feature .“_'fn.“,_-_*_:
F5 with a certainty factor of p. There are two problems with this type of rule. One is bk:
that the certainty fiior is ¢imply an educated guess on the part of the geologist.f If his [fﬂ_!
guess is off, then caiculacions based on it will be off (but ma’’ be tempered by other data). r":;}_
Secondly, the geologist has chosen a certzin set of indicators for the application of the \("
rule. He may have veglectad to include oiker iadicators for or against the applicability of 'i
A number of the disadvantages presented here may be overcome by using Shafer-Dempster l"\.;
theory [50]. See especially the evidential reasoning wark of Lowrance and Garvey [36]. "_“:::::‘-
THOWCVCI’, in other fields, the certainty factor may be Lascd upon statistical studies and would lb:..;;

probably be accurate.
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this one rule. Even though they may be covered in other rules, this rule may give
unwarranted support for a belief. Only full testing of the system will indicate whether it

corresponds to the known examples in its domain,

If the system returus a particular weighting for some fact, the actual pumeric value
is not very accurate, These systems will generally classify the relative belief into one of
ten or so classes ranging from strongly indicated through indecisive to stromgiy
contraindicated. However, in doing the internal calculations, actual numbers are used and
could possibly lead to instabilities. It would be possible for a slight change in some
numbers to lead to quite different conclusions.
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Of course such systems are an improvement over a system that does not concern
itself with uncertainty—one that considers propositions to be only true or false. If a
system does not distinguish between the leveis of belief in the knowledge that it knows, it
can not properly decide what paths of reasoning to follow. It might spend much of its
time wandering on deductive pathways that are based upon the slimmest evidence only to

find tne evidence cut away later.

On the other hand, a system that has knowledge about its levels of belief should be
able to better guide its search for new knowledge. It can choose to avoid reasoping that
involves uncertain knowledge in favor of reasoning about more certain knowledge. Its
processing would be more likely constructive. Yet it can also postulate that some

uncertaip knowledge is true (or false) and can consider the consequences. Ia particuiar, it

could do a reductio ad absurdum reasoning and determine that the uncertain knowledge
would lead to contradictions.

How does one build such a system! Traditional predicate logic systems do not
differentiate between formulas excrpt as to whether they are true or false; there is no in-
between, However, this is a reflection of the system emplcying that logic rather than the
logic itself. While a two-valued logic does not allow for half-truths, the system employing
that logic may recognize that the path leading to some deduction is too tenuous to give
muck credence to the deduction. So, although the logic may support particular
conclusions, the system can be selective about which deductions to allow to be added back

into the system. In this way, paths of reasoning which are more well founded will be
followed.

In order, to retain completeness, the uncertain paths do not need to be discarded. It
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would probably be advantageous to have some type of priority system that would take

into account the uncertainty of a formula along with other relevant information and

would order the formulas according to an expected utility. By basing the priority of a

formula on more than just its certainty factor, the system can better choose where its

ff"l’r/‘,‘cl‘_

Salaa

search will go. A portion of the priority may be based upon the nature of the uncertainty

-

as well as or the amounv of uncertainty. For instance, suppose a belief has gained its

b
b

uncertainty as a result of being at the end of a loug deductive chain, each link of which

added some more uncertainty. The system might examine what constituted the reason for

the uncertainty measure and choose to devalue the uncertainty as far as the priority was
concerned if the belief was important to the system. The reasoning behind this is that it
has no particular evidence to contradict the belief (but it is getting farther out on a limb)
so, if the belief may be crucial in the ressoning, then it would be reasonable to go ahead
and try it. On the other hand, if there were contradictory evidence to the belief, then it

Bl CEE JE BN I S =

would not be as reasonable to use it.

We have not yet talked about how the uncertainty is judged or propagated. If we
already are keeping track of the basis for beliefs with a TMS, then it is not much more

TR

difficult to keep track of the associated certainties. The first coi.ponent of a certainty
measure would be based upon the certainty of the premises upon which the belief is based.
This not oaly includes the beliefs but also the rules that were used in deducing the belief
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For the sake of efficiency, there should be some numeric estimate or ranking of
certainty for beliefs. Certainly the results of previous work on combining certainty

factors would be useful here. However, by keeping this other information, the system cap

= W W

adjust its certainty factors as knowledge grows. If the certainty of ome of the supporting
beliefs changes, then the certainty factor can be altered. The acquisition of further
information may possibly make moot earlier certainty considerations. For instance,
determining that it is, in fact, raining supersedes any earlicr computations based upon a
forecast of rain. Any certainty factors based on the forecast should be removed from the
calcalation of the current certainty. With all the information around, this would be

possible.

L O B e R RO O

There are still many factors to be considered in working witk uncertainty. A
different, but interesting and possibly applicable, approach has been talke: uy Cohen and

Grinberg [14]. Their system of using endorscments has a potentia ! - being useful for
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VIl SUMMARY

Lives of individuals and the outcomes of battles and wars depend upon the accuracy
and responsiveness of military planping. In earlier times, when battles could take days
while troop movements and intelligence operations could take weeks, the length of time it

took to plan engagements was immaterial.

As technology has increased, the time dimension of tactics has shrunk. Especially in
the Air Force, the enemy can be engaged within minutes of a decision to do so. Likewise,
the enemy can attack quickly in response to developments. Both tactical and defensive
planning must be done quickly—the side that is faster and better prepared will have the
advantage. Still, plans must be accurate. Planning too quickly may cause important
information to be overlooked—information that may affect whether the plan will achieve

its goal.

Again technology has complicated the planning process as intelligence information
can be gathered almost instantanequsly. This plethora of information offers planners a
better chance at having accurate plans but at the same time challenges them because of
its sheer volume. Information from radio communication, radar, and satellite
reconnaissance is continuously gathered offering up-to-the-second status updates. The
amount of the raw information is immense, even by computer standards. Even after it is
digested, the available information car only be selectively used by military planners.

Whomever most effectively uses this information will have the best plans,

Because the information arrives 5o fast, it is possibic to use it 40 ass¢ss and possibly
modify operations already under way. Determining if any adjustments or alterations of
the current plan are advisable suffers from the time-critical deadlines in the execution of
the plan. These are the points in the goal at whick events are scheduled to occur from
which there is no simple backtracking. An example might be a plape’s delivering its
ordinance. It will take a great deal of time before that plane is available to attack
another target.

So how can military planning take advantage of the vast information and yet be

responsive to the changing situations in an appropriately short time! Technology has
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added the complications and can be used to manage them. Computers already process
raw information from sensors and output the digested form. Also they are used in

sitnations where human reaction time is too slow.

While people are the hest judge of a plan if they understand all the complications
and ramifications of it, computers can also aid the planning process. One way is to use
them to investigate potential plans. If all the proper criteria have been included in the
programming, none of these will be forgotten or overlooked. Computers are ideal
database inachines so they can easily keep track of supplies and other resources used in
the plan to make sure they are available. Their calculating abilities allow determining
exactly when and where every entity in a plan should be at any moment. High speed

communications between computers provides for instant access to the latest information.

With these capabilities, computers should be able to support decision-making and
planning, but currently, for a number of reasons, they do not approach their potential use
in this field. One major reason is that understanding of planning and modeling of real

world situations are inadequate. These inadequacies involve:

World modeis.

A model of time,

Understanding of inaccurate information.

Propagating the effects of information and retracing (backtracking) that
propagation if necessary.

o Processing speed, especially as regards deduction and simulation.

In this report we have revieswed these difficulties and developed approaches to

solving them.

We presenied an approach iowards developing woirld models iz Chapter Il The
problems of state-based world models were discussed and temporal logic was presented as

an alternative means of describing the world and its changes.

This logic is based upon first-order predicate calculus but includes temporal
predicates to describe the validity of the formulas with respect to time. In this context we
define the concept of a STATE (all that is true at an instant), PROCESSES (that cause the
STATE to change over time), EVENTS (a description of a set of STATE changes), and
CIRCUMSTANCES (consisting of the initial state and the set of processes that cause
change in the state). An EXPECTED HISTORY, based upon a view from some point in
time, describes what is believed (at that time) to have been true before then and also what
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is expected to be true in the future. f:j-

In Chapter IV we present that portion of the world model that describes plans. The -
appendices contain examples of such a model. The CONTEXT of a plan is a description of g
the world in which the plan is executed. This planned execution is the ACTIVITY while
the GOAL, PLAN, STEP, and TASK describe the plan itself. ACTIVITY REPORTS are
descriptions of what actually happens in the world when the plan is carried out. By
comparing these to the planned ACTIVITY (which contained the original EXPECTED

HISTORY, conditionus may be found necessitating REPLANNING REPORTS which cause
the plans to be modified.

In Chapter. V we present a design for a system to do real-time monitoring and Gk
replanning. The MONITOR has overall responsibility for the system, interfacing both to :Tj‘_'.: X8
the people operating it and data reporting systems. Among the components it overseces -~ A

are the SIMULATION and DEDUCTION components. We feel that the deduction

component is the heart of auny system to do execution-time monitoring and replanning.

While simulation 3ystems only allow the determination of future conditions from earlier ::
conditions, a deduction system can propagate conditions either forward or backward in :
time. _‘ "3
We discuss possible types of deduction systems that could be employed, Certain ‘ ;35:.
refinements of resolution theorem proving appear to be the most promising for the task. i
These bave the advantage of being able to deal with a large body of facts quickly. Among ,:\\‘-\ . .
those we discuss are PROLOG, connection-graph resolution, and theory resolution. "
Truth maintenance systems provide for auditing information used in deducing other E-\:_ D
information. If some “fact” in a database is later found to be incorrect, the system can _t?.
gracefully recover by recanting just those facts dependent upon the erroneous data. ;;i B ;
A L
Reasoning in which some facts that may have been believed at one point are not L:
necessarily believed later are called nonmonotonic. For example, default reasoning, where :;'—
the default is presumed unless proven otherwise, is nonmonotonic. A truth maintenance Z;::Z::
e
system is another example. Any system that deals with the uncertainties of the real %
world, and especially a replanning system, must have a nonmonotopic deduction __:-:'
capability. :;_;‘:I_
Often we can quantify uncertainty; rather than say a proposition is true or false, we .i :
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“' say it has an 80% chance of being true. We feel that including probabilities in the world
h model, while eventually desirable, is currently premature. There are already emough
o difficulties in creating and maintaining a world model. However we do discuss some
= approaches to handling uncertainties, such as expert systems.

An annotated bibliography of all the major articles pertaining to the subject domain

is included as an appendix.

We recommend that this line of study be continued. The next step in developing
an execution-monitoring and replanning system should be to build a small one along the
lines presented here for a limited world. There are many practical problems left and
attempting to build a system will expose the most critical ones so they may be studied
more closely. By building a limited system, certain obvious difficulties such as execution
speed can be avoided until the more theoretical problems are resolved. As the
implementation of more realistic solutions progresses, the processing requirements can be
studied to determine what, if any, modifications are necessary to the design to allow it to

run on real-world models in real time.
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Appendix A l -
BN
Formal Model of Sample Scenario BOORY .
.
The following is a partial model of the original plans of the example scenario in ',:‘ )
Section 1I-D. This shows how the rlans and goals fit together in our formalism. :"
Context:
Work Period: [Tbegin’ Tendl >
Environment: oy
LOC(Target], Location(Target1)) -
LOC(Target2, Location(Target2)) ":'*}\" o]
LOC(SAg,, Location(SA8,)) Y
LOC(SA8,, Location(SA8,)) RN
LOC(Airbasel, Location(Airbasel)) o
LOC(Airbase2, Location(Airbase2)) NSe "
LOC is used here to indicate that the locations are known to the planner. RO -
This may be used in d.termining how long it takes to fly from Airbasel to _::-_::
Targetl for the route. ::::
e s
b, J
Distance(Location(Targat2), Lovation(SA8,)) < SASrange L
Distance(Location(Target2), Location(SA8,)) < SA8range s
Distance would actuaily be computed, so this need not be included in any e
real system buc is included here for clarity. SN
Defense(SA8,, SA8) it
Defense(SA8,, SA8) N
Al x (Defense(x, SAR) and State{x.Functional) =+ . B
\ All y (Distance(Location(y), Location(x}) < SASmnge =t Protects(x, y))) Lf. o
This specifies that, if the SA8 sites are working, they protect Target2. |
g Other speciti.ations may go here, ;J
" NN
State Axioms: v:"
I Holdsat(Unprotected(Target1), Tbegin) .m ..
) Hoidsat(State(SA8,,Functional), Tbcgin) NEPE
\ Holdsat(State{SA8,,Functioral), Tbegin) :; :
\ P |
\ b - |
A
N Other STATE AXIOMS will go here. il
i eg
‘ 51 |
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CActivity:
A simplified vicua! explanation of what fellows is

\ L Pl ===c= P2

it g [
| " P3--> P4
y S l
P R , PS5 ===P8,
: [ R i
L ~ where P1 is Plan 1, etc. P1 === P2 means that P1 and P2 can be executed in parallel. e
K - P3-> P4 means that P3 precedes P4. Both PJ and P4 are subplan.! of P2. Similarly,
& both P5 and P6 are subplans of P3. R
2 . : [Lie B -4
1 P1'is the attack on Targetl. P2 is the overals plan to attack Target?. P3 is the e
2 plan to knock out the defenses of Target2 while P4 is the actual attack on Ta,rget" P5 {-‘I:l-j-_»":-
3 and PO are the attacks on the individuai A8 sites. .:’_'-.;\‘:.3
i The formal structure of the Activity is: oaoRs
B Goals: : ﬁ{&
. : . -.\_,.-'_—“
¥ } Gl: Goal: Holdsat(State(Target1, Desiroyed), T, 4} _:‘-:::"-f:i
! Gvas Rationale: Top-level goal o . :::,:'_-_}‘-
3 G2:  Goal: Holdsat{State(Targev2, Destroyed), T, .} - ::;:.-_?_:.:
" Rationale: Top-levei goal ' L ‘ ey
| - T
s ‘ L
i ' T
5 Plana: N ?:','
o ~ "P1: This 15 o straightforward plan in which there is only step: a mmlon (M1) to :5 e
n " Qestroy Targetl. . | LA
Metkod/Schedule: 7,-;,;— I
The procedural neiwork coutains only cne Step: the mission M1. See .);‘
' Appendix B for the description of a MISSION. e
‘ ' o
¥ e Lomutlons The conditions are just those of the STEP: $ -

. Holdsat(Unprctected(Targetl), MiAutackInterval)
" Holdsat(Assigned(M1Aircraft, M1), Mllnterval)

.
T e
-.'41 . h

i L

A"

LA ™ e,

4 ;\f.%::
3 Holdsat(TakeoffOK{Airbasel, M1}, M1Takeofflnterval) Lo
! " Holdsover(Clear{M10OutPath), M1QutIntesval) ;’;::jj'.:j

e Holdsover(Clear(M1InPath), Mllplnterval)
' ' Holdsover{LandisgOK(Airbasel, M1), Mi LacdInterval)

p| Duration(M1Attacklnterval) > MinAttackinterval(Mi)
Duration(M1Attackinterval) < MaxAttackinterval(M?)

h Duration(M1Tukeoffinterval) > MinTakeof/Interval(M1)

,“:
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The first condition is found to be true because of the STATE AXIOMS and
an assignment of time to the variable endpoints of M1Attackinterval. The
others will also be found true without causing any actions to be taken.
The CONDITIONS HISTORY will include the assumptions that these are
‘based on, with pointers back to this plan.

- Effects: The EFFECTS are just those of the STEP:

Holdsover(State(Target1, Destroyed), [M1Attacklnterval, 4, Topql)

This effect will be placed on the CONDITIONS HISTORY with pointers
back to the PLAN that caused it. Note t.hac this effect satisfies the GOAL
CONDITION for G1.

P2: This is a more complex plan. It is basicully similar to P1 but it requires a
subplan to satisfy the condition that Target2 he uuprotected.

Conditious: Inheritea from the ENVIRONMENT and STATE AXIOMS.

Effects: Inherited up from the subplans but must include
Holdsai{Siaie{Targeii, Desiroyed), T, 4)-

Method/Schedule: The procedural aetwork contains two nodes: G3 and
G4. G4 is a goal to achieve the same condition that G2 has,
namely, the destruction of Target2. Because a condition needs
to be achieved, the PLAN was not a simple STEP and so a
subgoal was necessary. G3 is the goal to achieve that
condition, the neutralization of the defznses of Targetl.

G4:

Goali  Holdsat{State{Target2, Destroyed), Tong)

Rationale: Satis{y the condition of G2

P4: This goal has essentially the same plan as P1: a missicn
(M2) that attacks the target. The difference is that some
additional conditions are shared with Gb. The attack
interval must be within 8 hours of the dcstruct,lon of the
SAS aites,

Conditions: Inherited from P2 with the additioa of the
effect of P3.
Effects: Holdsat(State{Target2, Destroyed),
[M2Attacklnterval g, T,pq))

SN T
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G3:
Goal: Holdscover{Unprotected( Target2),
M2AttackInterval)
Rationale: Satisfy a condition for a STEP under P4

P3: The METHOD/SCHEDULE of this plan is a procedural
network of two nodes that may (or may not) be executed
in parallel. The two nodes represent th= attacks on the
SA8 sites defending Target 2. These nodes will be Goals

-GS and G6.

Conditions: Inherited from P2.

Effects; Inherited up from PS5 and P8. By noting that
the only known defenses of Target2 are
destroyed over the required interval, the
EFFECTS will make it possible to prove that
the goal has been satisfied. (This requires
either confirming that these are indeed the only
defenses or using the closed-world assumption.)

G5:
Goal: Holdsover(State(SA8,, Destroyed), M2Attackinterval)

Rationale: Satisfy the goal condition for G3

P5: This plan is just a step with a mission (M3) that attacks
SA8;. The timing of the mission must be such that
M3Attacklnterval, 4, < M2Attackinterval,,,,, and
M3Attacklnterval, , + 8 hours > M2Attackinterval,. 4.

Otherwiza P§ is similar to P1,

Conditions: Inherited from P3
Effects: Holdsover{State(SA8,, Destroyed),

[M3Attacklnterval, ,,
M3Attacklnterval,, 4 + 8 Hours])

From this EFFECT apd the timiug
requirements, the GOAL of G5 can be shown w
have beer satisfied.

Go: is similar to G5, but is a mission (M4) agzinst SA8,.
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Appendix B

Formal Mode! of an Air Interdiction Mission

Below we presept an indication of how air interdiction missions can be modeled

within our forisalism.

Mission(Base, Aircraft, Target, OutPath, InPath, Launchinterval,
" QOutlaterval, Attackinterval, InInterval, LandInterval)

The input specification must specify the upper bound of at least one interval and the
lower bound of at least one interval. All the other intervals can be computed from the

other parameters. It is an error if the specified times are incompatible.

Method:
Launch(Base, Aircraft);
Flyout(Aircraft, OutPath);
Engage(Aircraft, Target);
Fiyin{Aircrafi, inPaih);
Land(Base, Aircraft).

Schedale:
'I‘M;Mt - Launchlnterval“m

Do ™ Landlnterval,,, . - Launchlnterval, 4
D,.. equals the sum of Dexp of all the subtasks.

exXp
D_,.x = Landinterval,, 4 - Launchinterval,, .,

max end

Aircraft

Conditions:
HOLDSAT(Assigned{Aircraft, ThisMission), TSTART);

HOLDSAT(Prepared(Aircraft), TSTART); ~

HOLDSAT(Open{Base, Runways), TSTART); "
HOLDSOVER(Clear(OutPath), Outlnterval),

HOLDSOUVER(Clear(InPath), Inlnterval), R

HOLDSOVER(Undefended(Tazget), AttackInterval), ot

HOLDSOVER(Open(Base, Runways), LandIaterval). E‘(_ R

O
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Effects:
HOLDSOVER(Busy(Aireraft), [Launchintervaly,, ., LandInterval,, ]);

HOLDSDURING(State(Target, Destroyed), AfterAttacklnterval),

where AfterAttacklnterval is [Attacklnterval,, 4, T, 4l;

A
e .'..‘ 3
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Appendix C
Listing of Process and Event Example

Here is an annctated listing of the program that processes constraints on the time
intervals for PROCESSES and EVENTS.

First, we create a process called TASKi that describes the activity of running for
five to ten minutes. '
_(CREATE-PROCESS 'TASK1 (56 10) 'RUNNING)

__(SHOW TASK1]
PROCESS  PROCESS1

NAME : TASK1
DUR: (6 10)
DESC: RUNNING

BEGIN:

This describes the beginning of the process. The beginning of a process is an EVENT, in
this case EVENT?2. '

EVENT EVENT2

NAME: EVENT2

DESC: (BEGIN PROCESS1)
TIME:

An EVENT takes place at an INSTANT. Here we describe that INSTANT. TA is the
earliest time at which the INSTANT migkt really have occurred, while TB is the latest

time. TAC liats the constraints on TA while TBC lists the constraint; op TR, I1C lsts the

constraints on the INSTANT itself.

INSTANT INST2
DESC: (TIME EVENT2)
TA: KINTIKE
TB: MAXTINME
TAC: (sLEs (TA IN5T2) («NINUS* (T. INST3) 5))
(*GEs (TA IAST2; (sMINUSe (TA TNST3) 10))
TBG: (»GE+* (TB INSTZ) (sMINUS= (TR INST3) 10))
(+LEx (TB INST2) (=MINUS* (TE IHST3) 6))
1¢: (PRECEDES (INST3 (5 10)))
EMD:

EVENT EVENT3
NAME EVENT3
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DESG:
TIME:

INSTANT

DESC:
TA:
18:

TAC:
T8C:

IC:

Next we create another process of resting for a few (4 to 8) minutes. The result is directly

analogous to TASK!] and

(END PROCESS1)

INST3

(TIME EVENT3)

MINTIME

MAXTIME

(»GE+ (TA INSTI3) (*PLUS#
(*LE* (TA INST3) («PLUS#
(sLE+* (TB INST3) (sPLUS#
(*GE* (TB INST3) (+PLUS#

will not be shown,

_(CREATE-PROCESS 'TASK2 ’(4 8) 'RESTING)

Now wc assert that resting (in a not too strenuous exercise plan) comes a few minutes

after running.

_(ASSERT (AFTER TASK2 TASK! '(3 6]

T

The T indicates this can be asserted consistentiy, with the foliowing results:

__(SHOW TASK1)

PROCESS PROCESS1
NAME : TASK1
DUR: (5 10)
DESC: RUNNING

BEGIN:

NAME :
DESC:
TINE:

IRSTANT

DESC:

TA:
TB:
TAC:
TBC:

IC:

END:

EVENT2
(BEGIN PROCESS1)

INSTZ

(TIME EVENT2)

NINTIME

MAXTTME

(*LE* (TA INST2) (+*MINUSs
(»GE» (TA INST2) (+*MIMUSs
(sGEs (TB INST2) (*MINUSs
{=LEs (TB IKSI2) (*MINUS=
(PRECEDES (INST3 (6 10)))

EVENT EVENT3

NAME:

DESC:
TIME:

EVENT3
(END PROCESS1)

(SUCCEEDS (INST2 (5 10)))

(TA INST2) 6))
(TA INST2) 10))
(TB INST2) 10))
(TB INST2) 6))

(TA INST3) 5))
(TA INST3) 10})
(TB INST3) 10))
(TB INST3) 6))
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INSTARY INST3
DESC: (TIME EVENT3)
TA: MNINTINE
TB: MAXTIME
TAC: (*GEs (TA INST3) (sPLUS¢ (TA INST2) 5))
(*LEs (TA INST3) (sPLUS* (TA INST2) 10))
(sLE* (TA INST3) (=MINUS* (TA INST4) 3))
(*GE+ (TA INST3) (sMINUS= (TA INSTI4) 6))
TBC: (sLEs (TB INST3) (*PLUS* (TB INST2) 10))
{(+GEs (TB INST3) (*PLUS* (TB INST2) 5))
(=GEs (TB INST3) (sMINUSs» (TB INST4) 6))
(sLE* (TB INST3) (=MINUSs (TB INST4) 3))
IC: (SUCCEEDS (INST2 (5 10)))
(PRECEDES (INST4 (3 6)))
_(SHOW TASK2)
PROCESS PROCESS2
NAME: TASK2
DUR: (4 8)
DESC: RESTING
BEGIN:
EVENT EVENT4
NAME : EVENT4
DESC: (BEGIK PROCESS2)
TIVE .
INSTANT INST4
DESC: (TIME EVEKT4)
TA: MINTIME
TB: MXTIME
TAC: (sLE¢ (TA INST4) (sMINUS» (TA INSTE) 4))
(»GEs (TA INST4) (+*MINUS* (TA INSTE) 8))
(*GEs (TA INST4) (=PLUSe (TA INST3) 3))
(sLE® (TA INST4) (sPLUS® (TA INSI3) 6))
TBC: (*GEs (TB INST4) (»MINUSe (TB INSTE) 8))
(sLEs (TB INST4) (sMINUSs (TB INST5) 4))
(sLEs (7B INST4) (*PLUS* (TB INST3) 6))
(sGEx (TB INST4) (+PLUSs (TB INST3) 3))
IC: (PRECEDES (IKSTH (4 8)))
(SUCCEEDS (1IHST3 (3 6)))
END:
EVENT EVENTS
NAME : EVERTH
DESC: (END PROCESS2)
TIME:
INSTANT IRSTH
DESC: (TIME EVENIG)
TA: MINTIME
TB: MAXTIME
TAC: (*GE* (TA INST5) (*PLUS* (TA INST4) 4))
{sLE» (TA INSTB) (»PLUS* (TA INST4) 8))
TBGC: (sLEs (TB INSTB) («PLUS* (1B INST4) 8))
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EVENTS
_(SHOW SEE1)

NAXE:
DESC:
TIME:

INSTANT

_(SHOW SEE1)

NAME :
DESC:
TIME:

INSTANT

(b TR e Faw Ll W o T R Tl A PR R SR - e e e e s ow

IC:

DESC:
WA
TB:

TAC:
TBC:
IC:

_(ASSERT (AT SEE1 °

DESC:
TA:
TB:

TAC:
TBC:
IC:

(*GE+ (TB INST5) (#PLUS* (TB INST4) 4))

(SUCCEEDS (IKST4 (4 8)))

_(CREATE-EVENT ‘'SEE1 'RUNNING)

EVENT EVENTS

SEEL
RUNNING

INST6
(TIME EVENTE)
NINTIME
MAXTIME

(12 14]

INSTE

(TIME EVENTS)

12

14

(»GE+ (TA INSTG) 12)
(sLEs (TB INSTS8) 14)

Note that hew constraints have been placed between aspects of the beginning time of
TASK?2 and the ending time of TASK], but that the respective values of TA and TB
femain consistent and unchanged.

Now let us suppose we see someone running at about time 13.

--------------

AL A AL §
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Now we assert that this is part of that person’s exercise plan; specifically, that it
occurs during TASK1 of our simple plan.

_(ASSERT (DURING SEE1 TASK1))
T

We find that this can be done consistently, of course. This binds instants of our plan to
actual intervals, as constraints are propagated. The results are shown below; new and
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_(SHOW TASK1)
PROCESS  PROCESSt

NAME: TASKL
DUR: (6 10)
DESC: RUNNING

BEGIN:

EVENT EVENT2
NAME : EVENT2

altered elements are marked by asterisks.

DESC: (BEGIN PROCESS1)

TIME:
INSTANT INST2

DESC: (TIME EVENT2)

TA: 2=
T8: 14 » )
TAC:  (sLEs (TA INST2) (sMINUSs (TA INST3) 6)) el
(*GE+ (TA INST2) (*MINUS* (TA INST3) 10)) e
(sLE¢ (TA INST2) (TA INSTG)) * e
TBC:  (sGE# (TB INST2) (sMINUSs (TB INST3) 10)) S
(sLEs (TB INST2) (sNINUSs (TB INST3) 5)) Eaals
(sLEs (TB INST2) (TB INSTS)) s d
IC:  (PRECEDES (INST3 (5 10)) (INSTS (0 10))) QY
B0: Sas
ke
EVENT  EVENT3 Y
NAME:  EVENT3
'DESC:  (END PROCESS1) e
TIME: R o=
™~ -‘".-‘N.
2l
4 INSTANT  INST3 P
A DESC:  (TIME EVENT3) e
: TA: 12 ¢ Py
TB: 24 » Tnls
TAC:  (#GEs (TA INST3) (sPLUSs (TA INST2) 6)) :
(*LEs (TA INST3) (+PLUSs (TA INST2) 10)) e
(sLEs (TA INST3) (sMINUSs (TA INST4) 3)) NS
{sGEw (TA 1EST3) (sMINUS® (TA INST4) 6)) RS
(*GE= (TA INST3) (TA INSTS)) = A
TBC:  (sLEs (TB INST3) (sPLUSs (TE INST2) 10)) N
{+GE+ (TB INST3) (sPLUSe (TB INST2) 6)) oy
(*GE+ (TB INST3) (*MINUS+ (TB INST4) 8)) T
(sLE» (TB INST3) (+MINUSs (TB INST4) 3)) AN
(*GE* (TB INST3) (TB INSTS)) * N
IC:  (SUCCEEDS (INST2 (5 10)) (INSTS (0 10))) RS
(PRECEDES (INST4 (3 6))) L‘v'\":\.'}
rava™
i)
RS
_(SHOW TASK2) g-;i_ij-
~ PROCESS  PROCESS2 DApe)
NAME:  TASK2 £
DUR: (4 8) St
DESC:  RESTING
BEGIN: '—*'!-".'f%
L -.'!‘4"
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EVENT  EVENT4
NAME:  EVENT4
DESC: (BEGIN PROCESS2)
TIME:
INSTANT  INST4
DESC: (TIME EVENT4)
TA: 36 %
TB: 30 »
TAG: (*LEs (TA INST4) (sMINUS* (TA INSTS) 4))
(+GE+ (TA IKST4) (+MINUSs (TA INST5) 8))
(+GE+ (TA INST4) (*PLUSs (TA INST3) 3))
(sLE+ (TA INST4) (*PLUS* (TA INST3) 6))
TRC: (+GE+ (TB INST4) (sMINUSs (TB INST5) 8))
(sLE# (TB INST4) (+MINUS* (TB INST6) 4))
(+LE+ (TB INST4) (+PLUS* (TB INST3) 6))
(*GE+ (TB INST4) (*PLUS* (TB INST3) 3))
IC:  (PRECEDES (INST6 (4 8)))
(SUCCEEDS (INST3 (3 6)))
END:
EVENT  EVENTG
NAME:  EVENTS !
DESC: (END PROCESS2) o
TIME: Y
ha
INSTANT  INSTE NG
DESC:  (TIME EVENT5) DA
TA: 19 * PN
TB: 38 =+ REIAR
TAC:  (sGE® (TA INCT6) (xPLUS+ (TA INST4) 4)) NN
(sLE+ (TA INSTS) (sPLUS® (TA INST4) 8)) RN
TBC:  (sLEs (TB INSTB) (+PLUS* (TB INST4) 8)) BN
(sGEs (TB INST6) (sPLUS* (TB INST4) 4)) i
IC: SUCCEEDS 4 (48 e
( (INST4 (4 8))) s
SN
R LA
__(SHOW SEE1) -:’;x"_;g
EVENT EVENTS - :_:
NAME : SEE1 AT
DESC: RUNNING o) |
TIME: 7""""
INSTANT  INST6 S
DESC:  (TIME EVENTS) N
TA: 12
TB: 14
TAC:  (sGEs (TA INST8) 12)
(«GE# (TA INST8) (TA INST2)) =
(sLE+ (TA INSTG) (TA INST3)) »
TBC:  {sLEs (TB INST6) 14)
(sLE+ (TB INST6) (TB INST3)) =
(»GE+ (TB INST8) (TB INST2)) *
IC: (PRECEDES (INST3 (0 10)))
(SUCCEEDS (INST2 (0 10)))° e
el
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Now suppose we see that person resting at about time 20 and we assert -this as being part
of his exercise activity.

_(CREATE-EVENT 'SEE2 'RESTING)
EVENT?
_(ASSERT (AT SEE2 '(18 22

T
_(ASSERT (DURING SEE2 TASK2]

-

We find this is possible, and that it further constrains the intervals. The results are
shown on the following pages, with these changes also marked by asterisks.

__(SHOW TASK1)
PROCESS  PROCESS1
NAME:  TASK1

DUR: {5 10)
DESC: RUNNING
BEGIN:

EVENT EVENT2
NAME: EVENT2
DESC: (BEGIN PROCESS1)
TIME:

INSTANT  INST2
DESC: (TIME EVENT2)
TA: 2
TB: 14
TAC: (sLEs (TA INSTZ) (*MINUSs (TA INST3) 6))
(GE* (TA INST2) (sMINUS* (TA INST3) 10))
(«LE* (TA INST2) (TA INST6))
TBC: (*GE* (TB INST2) (sMINUS* (TB INST3) 10))
(sLE* (TB INST2) (=MINUS* (IB INSI3) 6))
(«LEs (TB INST2) (TB INSTS))

IC:  (PRECEDES (INST3 (6 10)) (INST6 (¢ 10))) N
END: iy
~
EVENT  EVENT3 ~
NAME:  EVENT3 o
DESC:  (END PROCESS1) o
TIME: “n =
INSTANT  INST3 N
DESC:  (TIME EVENT3) N
TA: 12 b e
TB: 19 » ﬁ ,i_;'\_
TAC:  (sGE+ (TA IMST3) (sPLUS* (TA INST2) 6)) RN
(sLEs (TA INST3) (sPLUSs (TA INST2) 10)) INASLS
(sLE* (TA INST3) (+MINUS» (TA INST4) 3)) SOy
(*GE+ (TA INST3) (sMINUSe (TA INST4) 6)) PORGAS
(+GE+ (TA INSI3) (TA INSTS)) oy
TBC:  (sLE» (TB INST3) (sPLUS* (TB INST2) 10)) K @@
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IC:

(*GEs (TB INST3)
(sGE» (TB INST3)
(sLEs (TB INST3)
(»GE+ (TB INST3)
(SUCCEEDS (INST2
(PRECEDES (INST4

_(SHOW TASY2)
PROCESS PROCESS?
NAMNE : TASK2
DUR: (4 8)

DESC: RESTING

BEGIN:

EVENT EVENT4
NAME : EVENT4

DESC: (BEGIN PROCESS2)
TIME:
INSTANT INST4
DESC: (TIME EVENT4)
TA: 16
TB: 22 s
TAC: (sLEs (TA INST4)
(»GEs (TA INST4)
{»GE» (Th INST4)
(sLE* (TA INST4)
(sLE* (TA INST4)
TBC: (+GE+ (TB INST4)
(sLEs (TB INST4)
(sLE+ (TB INST4)
(»GE* (TB INST4)
(+LE* (TB INST4)
IC: (PRECEDES (INSTG
(SUCCEEDS (INST3
END:
EVENT EVENTE
NAME : EVENTS
DESC: (END PROCESS2)
TIME:
INSTANT INSTS
DESC: (TIME EVENTS)
TA: 19
TB: 30 »
TAC: {*GE+ (TA INSTE)
(sLE* (TA INSTH)
(+«GE+ (TA INSTSH)
TBC: (sLE= (TB INSTH)
(sGE« (TB INSTS5)
(«GE+ (1B INSTS6)
IC: (SUCCEEDS (INST4

Now we see resting at about time 10. When we try to place this fact during TASK2 of the

(«PLUS* (TB INST2) 5))
(sMINUS* (TB INST4) 6))
(sMINUS* (TB INST4) 3))
{TB INSTS))

(6 10)) (INSTS (0 10)))
(3 8)))

(*MINUS* (TA INSTS) 4))
(+MINUS* (TA INSI5) 8))
{(+PLUSs (TA INST3) 3))
{sPLUSs (TA INST3) 6))
(TA INST7}) =

(»MINUS* (TB INSTGE) 8))
(*MINUS* (TB INSTIB) 4))
(*«PLUS* (TB INST3) 6))
(*PLUS* (TB INST3) 3))
(TB INST7)) *

(4 8)) (1¥ST7 (0 8)))
(3 8)))

(+PLUS* (TA INST4) 4))
(sPLUS* (TA INST4) 8))
(TA INST7)) =

(sPLUS* (TB INST4) 8))
(sPLUS* (TB INST4) 4))
(T8 INST7)) »

(4 8)) {INST7 €0 8)))




exercise plan, an inconsistency is discovered. The reason for this is that 15 is the earliest

the process can start if it is to be consistent with prior assertions.

_(CREATE-EVENT 'SEE3 °*RESTING)

EVENTS

_(ASSERT (AT SEE3 '(9 11)))

T

__(ASSERT (DURING SEE3 TASK2))

CAN'T ASSERT THE STATEMENT (DURING SEE3 TASK2)
AS (#GEx (TA INST8) (TA INST4))
CAUSES A CONTRADICTION AT INSTANT INSTA

NIL

_(S 0¥ INST8)
INSTANT

DESC:
TA:
TB:

TAC:
TBC:
IC:

INSTS
(TIME EVENTS)

15

11

(*GE* (TA INST8) 9)
(sLE+ (TB INST8) 11)
(PRECEDES (INSTH (0 8)))
(SUCCEEDS (INST4 (¢ 8)))

-
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Appendix D ,
¥ An Annotated Bibiiography
1. Alleg, J.F., “A General Model of Action and Tume,” Technical Report TR-97,
- ‘Department of Computer Science, University of Rochester, Rochester, New York
(November 1981).

¢

ot Discusses a temporal legic based on intervals of time, predicates over intervals (e.g.,
.‘i - BEFORE) aud the predicate HOLDS for conditions at times. Presents a set of

axioms to serve as a basis for reasoning about time.

¢ 2. Allen, J F,, "A» Interval-Based Representation of Temporal Krowledge,”

:; : Proceedings of the International Joint Conference on Artificial Intelligance,

1 pp. 221-226, University of British Columbia, Vancouver, B. C., Capada (August

: 1981). SR
‘ oy
5 Introduces a hicrarchical, interval-based approach to representing time and ':-:_'“-;j
j ( L «intaining curvent discourse time. *::
3. Appelt, D. E., “A Planner for Reasoning about Knowledge and Action,” Proceedings M
s ' of the National Conference on Artsficial Intelligence, pp. 131-133, Stanford N
s University, Stanford, California (August 1980). ..'_':‘:;«."

: .‘-"'r'}.ﬁ
3 '+ Describes his {AMP planuning system, based upon the NOAH system [47], but using ;'-: Y

the possible-worlds-semantics approach to representing knowledge about. bulief.

.. 'J: v‘:‘l
4. Bledsoe, W. W. aud W.M. Tyson, "Typing and Proof by Cases in Program ::_-7,';-.
; Verification,” in Machine Intelligence 8 (Ellis Horwood Limited, Chichester, M
5 Eagland, 1977). s
J Describes procedures added to a natural deduction theorem prover to handle i!!';‘ﬁ
2 inequalities and equalities and proof by cases. e
d N"...-q" .
3 ::;,\::'\.‘
. . - - . -.& e
A 5. Borniag, A., “The Programming Langoage Aspects of Thinglub, A Constraint- DR
Oriented Simulation Latvratory,” ACM Trans. on Programming Languages ond E g
Syatems, Vol. 3, No. 4, pp. 353-387 (October 1981). O
.Y l“h.}:‘i\;
e Discusaes an object-oricnied, constraint propagation approach to simulation. 4-"’
o RS
2 - . . T
6. Bortels, W. H., “The Mission Effectiveness Program: Aa Acalyst's View,”" Proe. 1980 b_,_f"
' Winter Sémulation Cen ference, pp. 41-49 (1980). ke
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[ An adaptable simulation system to assist U.S Navy persounel in evaluating changes
" in mission effectiveness because of new or reallocated combat units (c.g., aircraft,
radars).

\

} 7 Bresina, J., ‘‘An Interactive Planner that Creates a Structured, Annotated Trace of
-2 its Operation,’ Technical Report CBM-TR-123, Rutgers University, New Brunswick,
: New Jersey (December 1981).

" Describes an interactive planning system, PLANX10, that operates with an
4 incomvlete knowledge base and can generate partial plans.

% 8. Brown, D.R., et al, “R&D Plan for Army Applications of Al/Rcbotics,” Final
; Report, Contract DAAK70-81-C-0250, SRI Project 3736, SRI International, Menlo
o Park, Califorzia (May 1982).

2 Report to tue Army to help shape the research and development plan for
.~ applications of artificial intelligence and rcbotics in combat and combat support. Of
2 special interest is the discussinn of a Brigade Mission Planning Aid.

b

R

9. Carbonell, J. G., “The Counterplanning Process: Reasoning Under Adversity,”
Proceedinga of the International Joint Conference on Artificial Intelligence,
pp. 124-130, Tokyo, Japan (August 1979).

| TP,

N

Describes a strategy-based model of planning for dynamic plan adaptation and

l' H
"Ar

'4 replanuing in obstryctive and constructive counterplanning situations. RO,
N !
& 16, Chang, C. L., “DEDUCE: A Deductive Query Language For Relational Data Bases,” ,’._-:::-:.
. in Patiern Recognition and Artificial Intelligence (Academic Press, New York, “E,;i‘
2 1977). T
X = -\"‘..:
D Discusses the uge of geueral intensional rules to reduce complex queries to specific :f-".-';.
“_\-s data buse requests, whase resulss must be combined logically to generate appropriate :_',r-j:}}_ﬂ
N respogses, R
i.;'. 11. Che=seman, P., “A Representation of Time {ov Planping,” SBI Artificial Intelligence T
“ Center Technical Note (f:rthcoming), SRI Internationa!, Menle Park, California N
J (1982). e
&l Describes a proposed system in PROLOG for ra2preszntirg time in a planning ;:ﬁ
ch system. Iv is abie to handle continuously changing variables and causal chains. ROy
7 o
\u,‘ ‘r_'f
:;' 12. Clifford, J., and D. S. Warren, “Formal Semantics for Time in Databases,” Technical o
:ﬁ Report TR #81/025, Department of Compuier Science, SUNY at Ctony Brook, RN
, Stony Brook, New York (November 1981). feun@
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Describes a model for dynamic data bases that incorporates the intension and
extension concepts of Montague. This is similar to the our suggested approach, as it
has a sequence of time-stamped data base instances with means for «leducing values
at unstamped times.

13. Clocksin, W. F, and C. S. Mellish, Programming in Prolog, (Springer-Verlag, New
York, 1981).

Describes both programming in Prolog and the nature of lugic programming.

14. Cohen, P.R. and M. R. Grinberg, *A Theory of Heuristic Reasoning about
Uncertainty,”” AI Magazine, Vel. 4, No. 2, pp. 17-24 (1982).

This is a clear, but relatively shallow, introduction to a theory of reascning about
uncertainty based on a represestation of states of certainty called endorsements.
This system 13 used in their portfolio management expert system, FOLIO. The basic
idea is similar to a TMS {16] but differentiates among types of support. Tae more
support (endorsements) for a conclusion, the more confidence the system has that it
is right. When the justifications for a cunclusion are strouge the more weaight it
has when endorsing other conclusions.

15. Corkill, D. D., “Hierarchical Plapnning in a Distributed Environment,” Proceedings
of ihe Iniernaiionai Joini Conference on Ariificial Iniciligence, pp. 108-175,
Tokyo, Japan (August 1979).

Describes a generalization of NOAH [47] to » system with multiple nlanning centeix.

16. Doyle, J., ““A Truth Maintenance System,” Arts ficial Intelligence, Vol. 12, No. 3, pp.
231-272 (1979).

Presents a reasoning system that krsps track of its beliefs and the reasons for those
beliefs. The system is capable of revising its beliefs and properly propagating the

abka PP Qim Awra
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support (justifications), the removal of a belief from the system results in the
removal of the support of some coaclusions based upon that belief,

17. Duda, R. O, P. E. Hart, and N. Nilsson, ‘‘Subjective Bayesian Methods for Rule-
Based Inference Systems,” SRI Artificial Intelligence Center Technical Note 124, SRI
International, Menlo Park, California (1976).

18. Engleman, C., C. H. Berg, and M. Bischoff, “KNOBS: An Experimental Knowledge
Based Tactical Air Mission Planuing System and a Rule Based Aircraft Idencification
Simulation Facility,” Proceedings of the International Joint Conference on
Arti ficial Intelligence, pp. 247-249, Tokyo, Japan (August 1979).
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Discusses a planning system using frames and a rule based production system. e
Although the early sysiem was not interactive, it later became s0.

19. Engleman, C., E. A. Scarl, and C. H. Berg, “Interactive Frame Instantiation,"”
 Proceedings of the National Conference on Artificial Intelligence, pp. 184-186,
Stanford University, Stanford, California (August 1980).

o A later version of KNOBS [18] in which the user of the system helps to supply or
G control conatraint verification. The constraints are the siota within the frames that
A 7 represent such entities as interdiction missions.

1 2,‘) Faletti, J., “PANDORA - A Program for Doing Commonserse Planning in Complex
T B A ,-zt.uatpons," Proceedings of the National Conference on Artificial Intelligence,
S ipp. 185-188, Carnegie-Mellon University, Pittsburgh, Penpsylvania (August 1982).

Lon A pianning program that creates plans in two commonsense domains, (1) everyday
sl 7 situations and (2) an operating-system consultant, using hierarchical planning and
/7" meta-planning. The system interleaves creation, simulation, and revision of plans. Y
R/ It simulates the plan at the top level and puts the actions and effects of the plan ihed-
into the future data base, Inferencing is then done to determine whether there are :Q::.

any problems associated with the actions. If so, the plans are modified ‘o aveid the ,;”_ |
problems. t'\f ;-
21. Faught, W. S., P. Klatr, and G. R. Martins, “An Artificial Intelligence Approach to )

Large-Scale Simulation,” Proc. 1980 Suminer Simulation Conference, Seattle,
Washington (August 1980). NN

Discusses sigpificant aspects of the ROSS simulation system, which attempts to y
improve the adaptability and comprehensibility of tactical air simulations. The -
system is further described in reference [37]. YO
R
99. Fikes, R.E_ and N. I Nilmson, “STRIPS: A New Approach to the Application of :

Theorcm Provmg to Problem Solvmg,” Arti ficial Intellszence, Vol. 2, No. 3/4, pp. i
189-208 (1971). \

Describes an early planning system that served as a model for inany subsequent
planning systema. g
S

93. Fikes, R.E. “Monitored Ex¢cution of Kobot Plans Produced by STRIPS,”
Procecdinga IFIP Congress 1971, Ljubljana, Yugoslavia (1971).

PLANEX]1, a very early system based on STRIPS [22], considered execution of plans
in a rcal epvironment. Before each step of the plan, all the goals are checked
backward from the final goal until one is found that is true. The step is then taken
that will move from that goal state to the next and the process is repeated. If the
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step fails to achieve its goal, this mechanism ensures that it will be repeated.

24. Fikes, R. E., P. E. Hart, and N. J. Nilsson, “Learning and Executing Generalized
Robot Flans,” Arts ficial Intelligence, Vol. 3, No. 4, pp. 251-288 (1972).

A further description of the PLANEX system [23].

25. Fo> 4.S., “Tke Intelligent Management System: An Overview,” Technical Report
CMu-RI-TR-81-4, Roboties Institute, Carnegie-Mellon University, Pittshurgh,
Pennsylvania (August 1981).

Discusses the role of simulatior in production control decision-making. Their system
is object~oriented, discrete-event, and closely tied to a windowed-graphics interface.

26. Gaines,R. 5., W. E. Naslund, and R. Strauch, “‘Combat Operaticns Decisionmaking
in Tactical Air Command and Control,”” Rand Note N-1633-AF, The Rand
Corporation, Santa Monica, California (December 1980).

Discusses current procedures in Combat Operations of a TACC. Notes need for
information systems maintaining up-to-date plan status and plan interrelationships.

27. Gallaire, H., and J. Minker, Logic And Databases, (Plenum Press, New York, 1978).

'An impertant book on vhe generai topic oi the reiavionship bevween data bases and
logic.

28. queorgeff, M. and U. Borollo, “Procedural Expert Systems,” Frocetdings of the
International Joint Conference on  Arts ficial Intelligence, Karlsruhe, West
Germany (August 1983).

Desacribes a system of adding procedural information into expert systems. Can be
used for planning.

29. Hart, P.E., “Prospector - A Computer-Based Consultation System for Mineral
Exploration,” Internatione! Association for Mathematical Geology, Vol. 10, No.
5-6 (1977).

30. Hayes, P. J., “The Naive Physics Manifesto,”” in Ezpert Systems sn the Micro-
clectronic Age, D. Michie (ed.), pp. 242-97C (Edinburgh University Press,
Edinburgh, 1979).

Discusses issues of qualitative, yet formal, models of the real world that people srem
to use in reasoning about expecied events and explaining past events. Time models
play a fundamental role in this reasoning.
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31. Hayes-Roth, B,, et al, *‘Modeling Planning as an Incremental, Opportunistic Process,”
Proceedings of the International Joint Coufercnce on Avrtificial Intelligence,
pp. 375-383, Tokyo, Japan (August 1979).

Describes a planning model for an errand-running domain. The main purpose of the
system is to test the sufficiency of the planning model as a psycholegical theory.
The system itself is similar to Hearsay-Il.

32. Hendrix, G.G., “Modeling Simultaneous Actions and Continuous Processes,”
Arti ficicl Intelligence, Vol. 4, No. 3/4, pp. 145-180 (1973).

An early pape: tbat indicated the need for event-based simulation in the attempt to
mode} real-world planning.

33. Klahr, P., D. McArthur, and S. Narain, “SWIRL: An Object~-Oriented Air Battle
Simulator,” voceedings of the National Conference on Artificial Intelligence,
pp. 331-334, Carnegie-Mellon Unive:sity, Pittsburgh, Pennsylvania (August 1982).

This puper describes a simulaticn system written in ROSS. The objects in the
system pass messages back and forth. The behavior of an object is evidenced by the
sets of messages it sends. This simulation is fairly coarse-grained, allowing most
details to be ignored and minimizing the execution time.

34. Kopolige, K., “A First-Order Formalization of Knowledge and Action for a
Multiagent Planning System,” SRI Artificial Intelligence Center Technical Note 232,
SRI International, Menlo Park, California (December 1980).

Discusses a logic of belief and knowledge necessary for pianning in multiple-agent
contevis. Hach agent. has a data base of believed promsitions, including, beliefs as to
the contents of other agents’ data bases.

“anclige, K. and N. J. Nilsscu, “Muitiple-Agent Fianning Systems,” Proceedings of
« National Cor fereace on Artsficial Intelligence, pp. 138-141, Stanford
L .versity, Stanford, California (August 1980).

..o
[
o

Analyzes problems of reasoning 2bout :ther cooperative agents, what they believe,
and what they may do.

36. lowrance, J.D., and T. . Garve), “Evidential Reascning: An Approach to the
Simulation of a Weapons Operation Ceuter,” Technical Report SRI International,
Meanlo Park, California {1883).

Describes evidential reasoning, properly incorporating uncertain and incomplete
evidence, based upon a3 Shafer-Dempster approach.




37. McArthur, D., and P. Klahr, “The ROSS Language Manual,”” Rand Note N-1854-AF,
The Rand Corporation, Santa Monica, California (1982).

38. McArthur, D., R, Steeb, and S. Cammarata, “A Framework for Distributed Problem
Solving,” Proceedings of the National Confereace on Artificial Intelligence,
pp- 181-184, Carnegie-Mellon University, Pittsburgh, Pennsylvania (August 1982).

Each aircraft in the domain of air traffic control is considered an agent that must
cooperate with others to achieve a conflict-free plan. Each can gather and distribute
information, create, evaluate, fix, and execute plans. “...in situations where a given
agent is not the sole cause of chunge,and therefore where not all important
consequences of a pianned action tan be foreseen at the time of planning, it is
essential that the agent be able to effectively interleave information gathering,
planning and execution tasks." Eacn agent in this system notices problems in plans
by comparing its plans with the stated intentions (plans) of the other agents and by
reviewing new information for consistency with beliefs about the others’ plans.

39. McCarthy, J., “Circumscription--A Form of Non-Monotonic Reasoning,” Arts ficsal
Intelligence, Vol. 13, pp. 27-39 (1980).

Describes circumscription which is just the assumption that everything that is
known to bave a particular property is the entire set of objects having that
property. Also discusses the qualification problem: How can you so completely
specify all the information so that there are not some qualifications that you have
not covcred. For example, when you decide that a boat may be rowed to an island,
did you specify that the bost wouldn't sick, that the water is not too shallow or
rough, that there are oars, etc. Circumscription allows you to bypass this problem
by specifying that nothing that was rot considered is relevant.

40. McDermott, D. and J. Doyle, ‘‘Non-Monotonic Logic 1, Artificial Inteiligence, Vol.
13, pp. 41-72 (1980).

Most logical systems presume that new information adds to and does not contradict
earlier information. Non-monotonic logical systems do not have this property: new
axioms can invalidate old theorems. This paper presents a reasopably thorough
introduction t¢ such a logic and its relation to other logics. Non-monotonic logic is
critical for systems in which beliefs may need to be changed. This paper is related
to Doyle’s TMS paper [16].

41. McDermott, D., “A Temporal Logic for Reasoning About Processes and Plans,” L-?ir!.‘

Cognitive Science, Vol. 6, No. 2, pp. 101-156 (1982). .::r::j.'-:

PR 1

Discusses problems that arisc when one tries to base temporal reasoning purely on N
conditions true at points in time. Gives a set of axioms for reasoning in this model :

Mern @i

of time.
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42. McDermott, D., “Nonmonotonic Logic [i: Nonmonotonic Modal Theories,” J. ACM,
Vol. 29, No. 1, pp. 33-57 (1982).

L RAANIILO (1]

A follow-up to the first Nonmonotonic Logic paper [40], this paper contains more

- i . . . . . - " .

x technical presentations of the logic along with a discussion of its shortcomings..

~

- . . . . . .

o 43. Reiter, R., “Deductive Question-Answering on Relational Data Bases,”” Technical
Report 77-15, Department of Computer Science, University of British Columbia,

Vancouver, B. C., Canada (October 1977).

2 Similar to [10]; discusses the interface between a relational data base and logical

= statements whose truths are to be determined relative to that data base.

-

44. Rosenschein, S. J., “Plan Synthesis: A Logical Perspective,” Proceedings of the
Internatsonal Joint Con ference on Arts ficial Intelligence, pp. 331-337, University
of British Columbia, Vancouver, B. C., Canada (August 1981).

e

Discusses a representation for plapning as dedactive theorem-proving in a
propositional dynamic logic. The system allows for the straightforward statement.
and solution of disjunctive goals.
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45. Rosenschein, J.S., “Synchronization of Multi-Agent Plans,” Proceedings of the
Natsonal Conference on Artificial Intelligence, pp. 115-119, Carnegie-Mellon
University, Pittsburgh, Pennsylvania (August 1982).

Describes a planning system that creates plans for multiple agents to carry out. The
design is concerned with the scheduling and communication necessary for the agents’
actions to occur in the correct order.

46. Sacerdoti, E.D., “Planning in a Hierarchy of Abstraction Spaces,’” Artificial

¥

! Intelligence, Vol. 5, No. 2, pp. 115-136 (1774).

"_.l

~ Describes ABSTRIPS, which is based on STitIPS [22] but solves goals bierarchically.
d

Py

47. Sacerdoti, E. D., A Structure for Plans and Behavior, (Elsevier North-Holland, New
York, 1977).

2 2 > 2"

Describes NOAH (Nets Of Action Hierarchies), a planning system upon which many
other systems are based. NOAH encodes the plan as a procedural net upon which it
operates. Subgoals are generated in parallel, but, if a critic later discovers that they
cannot be executed in parallel, NOAH linearizes the plan. NOAH interacts with the

-

gt

L

"':; user to carry out its plan. If the user reports that the next plan step is not possible, 'n."."i'_',-ﬁ
::: NOAH tries to find where the plan bas failed by asking the user to confirm that "‘!

each plan step has been carried out properly.
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48. Sacerdoti, E. D., “‘Problem Solving Tactics,” Proceedings of the International Joint
Con ference on Arts ficial Inteiligence, pp. 1077-1085, Tokyo, Japan (August 1979).

An overview of a number of basic strategies for planning sysiems and a variety of v

tactics for improving their efficiency. :__:;-
49. Schwartz, R. L., P. M. Melliar-Smith, and F.H. Vogt, “An Interval Logic for ":
Higher-Level Temporal Reasoning: Lapguage Definition and Examples,” CSL 138, =
SRI International, Menluv Park, California (February 1983). &
Describes a temporal logic based on intervals that was developed for program -\.,,
verification. The ideas are interesting because of the parallels of program exzcution NS
as compared to plan execution. -
'b"
50. Shafer, G., A Mathematical Theory of Evidence, (Princeton University Press, :::::
Princeton, New Jersey, 1976).

51. Sridharan, N. S., and J. L. Bresina, “Plan Formation in Large, Realistic Domains,”

Technical Report CBM-TR-127, Rutgers University, New Brunswick, New York :
(March 1982). o
A further description of PLANX10 [7]. 'f::gf
52. Steeb, R. and S. C. Johnson, “A Computer-Based Interactive System for Group ;:""
Decisionmaking,”” IEEE Trans. on Systems, Man, and Cyber., Vol. 11, No. 8, pp. oo
544-552 (August 1981). o
Discusses ap interactive technique for the determination and evaluation of options. ‘"f:::
A
53. Stickel, M.E., “A Nonclausai Connection-Graph Resolution Theorem-Proving N
Program,” Proceedings of the National Conference cn Artificial Intelligence, ::f:»‘
pp. 229-233, Carnegic-Mellon University, Pittsburgh, Pennsylvania (August 1982). NG
LNy
Describes one of the most convenient and most powerful of the current theorem Tt
proving programs. The present implementation is designed for a system that will E"!
: have larger amounts of information available for deductions than most theorem
) proving systems have handled in the past. The system bas been designed to reduce
' overhead and to minimize the explosive combinatorics of having many possible
: deductions to follow, The connection graph is one feature that reduces the number
l of possible matching expressions. % )
" .:‘:
r 54. Stickel, M. E., “Theory Resolution: Building in Nonequational Theories,”” SRI
" Artificial Intelligence Center Technical Note 286, SRI International, Menlo Park, e
h California (May 1983).
i "
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Introduces the concept of separating out nonequational theories (e.g. theories
involving inequalities such as those dealing with time) from the normal deduction
(resolution) process. By separating thes: out, special purpose techniq ss may be
brought to bear upon them without hindering the normal deduction. Furthermore,
by splitting the proof into two parts, the combinatorics are reduced. The paper
presents both total and partial theory resolution.

(To be presented at AAAI-83.)

55. Thorndyke, P., D. McArthur, and S. Cammarata, “AUTOPILOT: A Distributed
Planner for Air Fleet Control,” Technical Report N-1731-ARPA, The Rand
Corporation, Santa Monica, California (Juiy 1981).

56. Trigg, R. H., “A Parallel Approach to the Interactive Design and Simulation of
Mechanisms,” Technical Report TR-992, Department of Computer Science,
University of Maryland, College Park, Maryland (December 1980).

Discusses the distribution of object-oriented simulations within multiple-processor
enviropments.

57. Vere, S., “Planning in Time: Windows and Durations for Activities and Goals,”
Techpical Report , NASA Jet Propulsion Laboratory, Pasadena, California
(November 1981).

Describes a planpning systera that blends concepts of procedural petworks, as
developed in artificial intelligence, with concepts for scheduling tasks developed in

University, Pittsburgh, Pennsylvania (August 1982).

management. "".r
e
Py
58. Vilain, M. B,, “A System for Reasoning about Time," Proceedings of the National g
Con ference on Artificial Intelligence, pp. 197-201, Carnegie-Mellon University, ;:'""
Pittsburgh, Peunsylvania (August 1982). hES
e
Describes a set of operators over time intervals and points that maintain relations el
among them. The system does concern itself with consistency maintenance. e d
gl L
59. Wali, R. S. and E. L. Rissland, ‘‘Scenarios as an Aid to Planning,” Procecedsngs of \
the National Con ference on Arti ficial Intellsgence, pp. 176-180, Carnegie-Mellon PO

This system searches a data base of past experiences to find siiuations similar to the
present. These are then modified to fit the present situation and are offered to the
user for review. He is able to see , based upon these ;ast experiences, what events
are likely to occur in the future.
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60. Ward, B. and G. McCalla, “Error Detection and Recovery in a Dynamic Planning
Environment,” Proccedings of the National Con ference on Arts ficial Intelligence,
pp. 172-175, Carnegie-Mellon University, Pittsburgh, Pennsylvania (August 1982).
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ELMER is a planning system with features for preventing execution errors (by
having contingency plans for predictable problems). This paper discusses features
for handling unexpected errors. Two approaches to error detection are indicated:
(1) explicit error transitions (if event A happers, then an error has been made) and
(2) execution monitoring (by which they mean confirmation that what occurs is
indeed what was expected). The error recovery methods are specifically associated
with the domain and involve retracing of the path taken (by a taxi) or exploring to
find the correct paih again.

61. Warren, D.HD., “WARPLAN: A System for Generating Plans,” Memo No. 76,
Department of Computational Logic, University of Edinburgh (June 1974).

Based upon STRIPS [22], but programmed in PROLOG; uses first-order logic to
create plans.

62. Wesson, R. B, “Planning in the World of the Air Traffic Controller,” Proceedings N
of the International Joint Conference on Artificial Intelligence, pp. 473-479, .}_'
Massachusetts Institute of Technology, Cambridge, Massachusetts (August 1977). ;\

o

Describes a program that acts as an air traffic controller. The program works by peA
simulating the real worild in an idealized world using a production system to ;
generate to respond to events. The program compared favorably to real traffic

controllers. e

C:: .

63. Wesson, R, and F. Hayes-Roth, “Dynamic Planning: Searching through Time and m
Space,” Technical Report P-8268, The Rand Corporation, Santa Moumica, California N

(February 1979).

64. Weyhrauch, R. W., “Prolegomena to a Theory of Mechanized Formal Reasoning,” '5}
Arti ficial Intelligence, Vol. 13, pp. 133-170 (1980). ,.
Describes the ideas behind his FOL (First Order Logic) program. Of particular f;f;::Z
interest is his simulation structures. A simulation structure provides a computable ;t-r_::
counterpart to dednction. Rather vhan using deduction to determine if a fact (e.g. g
an arithmetic fact) is true, a program that knows about arithmetic can be executed. R
It may return that the fact is true or false or that it can not decide. This e
combination of deduction and simulation (execution) is even more important when qj::-:‘-
checking a proposal by deduction may take very much longer than it would take to KA
determine that it was false by simulation. _;-:;
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66.

67.

Wilkins, D. E. and A. E. Robinson, “An Interactive Planning System,” SRI Artificial
Intelligence Center Technical Note 245, SRI International, Menlo Park, California
(July 1981).

Discusses a system (SIPE) for planning and plan execution monitoring with plan
modification by the user. Uses a procedural network of actions as the representation
for the plan. Allows for parallel or sequential actions.

Wilkins, D. E., “Parallelism in Planning and Problem Solving: Reasoning about
Resources,” SRI Artificial Intelligence Center Technical Note 258, SRI International,
Menlo Park, California (January 1982).

A further ephancement of SIPE [65]. Reasoning about resources that are used in
parallel branches of a plan is streamlined according to the nature of usage of the
resource.

Wilkins, D.E., “Domain Independent Planning: Representation and Plan
Generation,”” SRI Artificial Intelligence Center Technmical Note 266, SRI
International, Menle Park, California (August 1982).

A detailed description of SIPE [85). This paper describes SIPE’s use of constraints,
purposes, resources, and logic.

Wohi, J.G., “Force Management Decision Requirements for Air Force Tactical

Command and Control,” JEEE Trans. on Systems, Man, and Cyber., Vol. 11, No.

9, pp. 618-639 (September 1981).

Discusses an interactive technique for the determination and evaluation of options.
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MISSION
of
Rome Air Developme=t Center

RADC plans and executes heseanch, development, test and
selected acquisition proghams in support of Command, Control
Communications and Intelligence (C31) activities. Technical

and engineening suppont within areas of technical competence
L8 provided to ESD Program Offices (P0s) and othen ESD
elements. The principal technical mission areas ane
communications, electhomagnetic guldance and control, sun-
velllance of ground and aerospace obfects, intelligence data
collection and handling, information system technology,
Lonospheric propagation, s0lid state sciences, microwave
physics and electronic reliability, maintainability and
compatibiiity.



